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ABSTRACT

The European Centre for Medium-Range Weather Forecasts (ECMWF) Ensemble Prediction System (EPS)
is described. In addition to an unperturbed (control) forecast, each ensemble comprises 32 10-day forecasts
starting from initial conditions in which dynamically-defined perturbations have been added to the
operational analysis. The perturbations are constructed from singular vectors of a time-evolution operator
linearised around the short-range forecast trajectory. These singular vectors approximately determine the
most unstable phase-space directions in the early part of the forecast period, and are estimated using a
forward and adjoint linear version of the ECMWF numerical weather prediction model. Relationships
between the structures of these singular vectors at initial time and patterns showing the sensitivity of short-
range forecast error to changes in the analysis are discussed. A methodology to perform a phase-space
rotation of the singular vectors is described, which generates hemispheric-wide perturbations and
renormalises them according to analysis error estimates from the data assimilation system.

The validation of the ensembles is given firstly in terms of scatter diagrams and contingency tables of
ensemble spread and control forecast skill. The contingency tables are compared with those from a perfect-
model ensemble system; no significant differences are found in some cases. Brier scores for the probability
of European flow clusters are presented, which indicate predictive skill up to forecast day 8 with respect
to climatological probabilities. The dependence of these scores on flow-dependent model errors is also
discussed. Finally, ensemble-member skill score distributions are presented, which confirm the overall
satisfactory performance of the EPS, particularly in summer and autumn 1993. In winter, cases of poor
performance over Europe were associated with the occurrence of a split westerly flow with a blocking high
and/or a cut-off low in the verifying analysis.

Two cases are studied in detail, one having large ensemble dispersion, the other corresponding to a more
predictable situation. The case studies are used to illustrate the range of ensemble products routinely
disseminated to ECMWF Member States. These products include clusters of flow types, and probability
fields of weather elements.



1. INTRODUCTION

In December 1992, both the US National Meteorological Center (NMC) and the European Centre for
Medium-Range Weathef Forecasts (ECMWE) begaﬁ to produce and disseminate medium-range ensemble
predictions (Tracton and Kalnay, 1993; Palmer et al, 1993). This important devéldpment is the result of
more than two decades of theoretical research and numerical experimentation, following the work of Epstein
(1969), Gleeson (1970) Fleming (1971a-b) and Leith (1974) who laid the theoretical and numerical

foundations of a probabilistic approach to weather forecasting.

Since the actﬁal state of the atmosphere at any time is known only approximately, a complete description
of the weather prediction problem should be formulated in terms of the time evolution of an appropriate
probabﬂjty density function (PDF) in the atmosphere’s phase space. Although this problem can be
formulated exactly through the continuity equation for probability, also known as the Liouville equation,
(e.g. Gleeson, 1970; Ehrendorfer, 1994), its practical sblution is impossible for non-linear models with more
than a few degrees of freedom. Even restricting attention to the evolution of the first and second-order
moments of the atmospheric PDF (as in Epstein, 1969), one is still faced, for medium-range prediction, with
a system of nonlinear equations which have no well-defined closure and which cannot be solved for the

large models currently used in numerical weather prediction XNWP).

Ensemble forecasting appears to be the only feasible method to predict the evolution of the atmospheric PDF
beyond the range in which error growth can be described by linearised dynamics. In ensemble forecasting,
the PDF at initial time is represented through a finite sample of possible initial conditions. A nonlinear
model integration is carried out from each of these‘ states, and the properties of the PDF at any forecast time

are assumed to be described by the sample statistics computed from the ensemble.

The ensemble statistics will approximate the correct PDF if:

a) the sample of initial states provides a realistic estimate of the probability distribution of analysis
eITOrS;
b) the phase-space trajectories computed by the numerical model are good approximations of

atmospheric trajectories.

Requirement b) is also necessary for 'deterministic’ NWP; hence, most of the recent research in ensemble
forecasting has focused on point a). However, as discussed below, systematic or regime-dependent model
errors can severely affect the ability of the ensemble to forecast not only the first moment of the PDF, but

also higher moments, such as the standard deviation.



Requirement a). poses a problem of considerable theoretical and practical difficulty. Firstly, the PDF of
analysis error is poorly known; secondly, the number of independent directions in phase space spanned by
this PDF (essentially the dimension of the NWP model) exceeds by many orders of magnitude the maximum
practicable ensemble size for a realistic NWP model. As demonstrated by early experiments in ensemble
forecasting (see Hollingsworth, 1980), a sparse random sampling of phase space (even taking into account
geostrophic and hydrostatic constraints) will not produce a realistic distribution of forecast states. For any
given initial flow, only certain directions in phase space are associated with dynamical instabilities which

will determine the growth of small perturbations (or errors) in the forecast.

Forecasts started from successive data assimilation cycles tend to diverge at a rate which is smaller than but
comparable to the actual error growth (Lorenz, 1982). The difference between the analysis at a given initial
time and a very-short-range forecast verifying at the same time can therefore be considered as a growing
perturbation consistent with our uncertainty in the initial conditions. This idea is exploited in the lagged-
average forecasting (LAF) method proposed by Hoffman and Kalnay (1983), in which ensembles are
composed of forecasts started from consecutive analyses. In this method, the ensemble size is limited by
the number of available analyses in a relatively short time interval (typically not more than two days), and
the ensemble members cannot be considered as equally likely (at least in the medium range). These
problems become less serious if one is mainly concerned with just the first moment of the sample PDF,
namely the ensemble mean, or when longer forecast ranges are considered. In fact, LAF has been used in
experimental programmes on extended-range ensemble predictions in several NWP centres (Murphy, 1988,
1990; Tracton et al, 1989; Brankovic et al, 1990; Déqué and Royer, 1992).

More recently, however, techniques to generate initial perturbation have been based on strategies (commonly
used in dynamical systems theory) to identify those directions in phase space where dynamical instabilities
are strongest. One possibility is to assume that errors in the iniﬁal conditions are dominated by those
instabilities of the flow which have developed over a series of previous assimilation cycles. This assumption
is the basis of the 'breeding’ method proposed by Toth and Kalnay (1993), which corresponds to the
computation of the vector associated with the largest Lyapunov exponent of the NWP model. The NMC
ensemble prediction scheme is based on a-combination of the breeding and LAF techniques (Tracton and
Kalnay, 1993). -

However, even assuming an isotropic PDF in phase space for the error at the initial time, the different
amplification rates of perturbations along different axes would soon stretch the PDF along the directions of
maximum instability during the early stages of the forecast period. In this way a particular phase-space

direction, which perhaps was not necessarily associated with exceptional analysis error, may turn out to



dominate the forecast error after a day or two. It would appear to be important to ensure that this direction

was properly sampled by the ensemble of initial states. -

As first shown by Lorenz (1965) in a meteorological context, for any finite time interval in which the
dynamics of perturbations is assumed to be linear, the axes of maximum instability can be computed as the
eigenvectors of a symmetric operator defined as the product of the linear propagator by its adjoint (see
below for a more precise definition of these terms). - In dynamical systems theory, this operator is sometimes
referred to as the Oseledec operator (Abarbanel et al, 1991). 'In linear algebra notation, these eigenvectors
are the singular vectors (SVs) of the linear propagator itself. Singular vector growth can be much faster
than either normal mode growth (for stationary flows) or Lyapunov. exponent growth (for time-evolving
flows) - see, for example, Lacarra and Talagrand (1988), Farrell (1990), Borges and Hartmann (1992),
Molteni and Palmer (1993). ' '

Ensemble forecasting experiments in which unstable SVs computed from a 3-level quasi-geostrophic model
were used to construct initial perturbations for a multilevel primitive equation model were carried out at
ECMWEF in the past four years, and. have been reported by Mureau et al (1993), and Palmer et al (1993).
This approach proved to be more successful than alternafive ensemble techniques tested at ECMWE.
However, the inconsistency between the vertical coordinates of the quasi-geostrophic and primitive equation
model created difficulties in the vertical interpolation over high topography. Although this problem did not
affect the strongly unstable SVs localised on the western side of the oceans, continental features often had
a smaller growth rate in the primitive equation than in the quasi-geostrophic model (see Mureau et al, 1993).
Efforts were therefore directed towards the computation of SVs in a simplified primitive equation
environment, using an iterative Lanczos algorithm for the solution of the eigenvector problem. Preliminary
results on this experimentation were reported in Buizza et al (1993); a more comprehensive description of
the structure and dynamical properties of primitive equation SVs can be found in a companion paper Buizza
and Palmer (1994), hereafter referred to as BP. ‘

The question of whether the SV structures, at initial time, have any correspondence to analysis error, has
yet to be addressed. - Determining analysis error statistics from conventional data assimilation techniques
is difficult, and relatively little quantitative knowledge about flow-dependent 3-dimensional structure of
analysis error statistics is available. Recently, however, the development of adjoint models allows
investigation of the component of analysis error which on any given day has the greatest impact on short-
range forecast error (defined more precisely in section 2). This technique provides forecast sensitivity’
fields which can be directly compared with the SVs at initial time. -(Note that the forecast sensitivity fields
do not necessarily indicate regions where analysis error was large, rather where analysis error has lead to

significant forecast error. For example, if analysis error was large in an area of weak dynamical instability,



it may have_ a relatively unimportant contribution to forecast error.) As briefly discussed in section 2,
preliminary comparisons suggest that the structures of these forecast sensitivity fields share much of the

same dynamical features of the SVs.

From December 1992 to April 1994, ECMWEF produced and disseminated real-time ensemble forecasts on
an experimental basis on each Saturday, Sunday and Monday. From May 1994, ensembles have been run
daily. Each ensemble comprises 33 10-day integrations of a reduced-resolution (T63L19) version of the
operational (T213£31) forecast ﬁx_odel, ahd post-processed products (including clusters of geopotential height
ﬁelds» and ﬁme-evolving PDF estima_ltés for weather—related parameters) are disseminated to the

Meteorological Services of ECMWEF’s Member States.

This paper describes aspects of the development of ECMWEF's Ensemble Prediction System (EPS) and the
results of the first yéar of its experimental appliéation. This introduction is followed by three main sections.
In Section 2, the various componentskof‘the EPS are described, with emphasis on the properties of the initial
perturbations and the post-processed products. In Section 3 we discuss results from the validation of
ensemble products, including estimates of the relationship between ensemble spread and skill, probabilistic
verifications in terms of pre-determined flow types, and scores of individual ensemble members. In
Section 4, two case studies are examined, characterised by different predictive skill and ensemble dispersion.
These are used to illustrate the range of disseminated products. Finally, conclusions and plans are presented

in Section 5.

2. THE ENSEMBLE PREDICTION SYSTEM

2.1 Definition and properties of singular vectors

The mathematical definition and the dynamical pfoperties of the fastest-growing SVs of baroclinic models
have already been extensively documented in previous studies (e.g. Farrell 1990; Molteni and Palmer 1993;

BP), and will be only briefly summarised here.

Let Ly(t,t,) be the integral propagator of the dynamical equations, linearised about a portion of the nonlinear

trajectory of the same dynamical System, so that
x'@) = Lty x'(ty) | (M

maps a small perturbation at time ¢, along the trajectory, to a small perturbation at future time £ .



Let LP be the adjoint operator of L, with respect to a total energy inner product ( ) Then the total

energy of a perturbatton at time tis

IX'@®IF = (x'(tp); LpL,p x'(t)), 2

In this specific case, the propagator L, is a T21L.19 linear version of the Integrated Forecasting SyStem
model developed at ECMWF and Météo-France (Courtzer et al 1991) It is compounded from the action
of the hneansed versions of the non-lmear normal-mode 1mt1ahsat10n procedure, the adiabatic part of the

model equatlons and some phys1cal parametnzauons namely a sunphﬁed surface drag and vertlcal d1ffus1on
scheme (Buizza, 1994a). '

In March 1993, a further operator was mtroduced to compute SVs whose energy growth was max1mlsed for
the northern extratroplcs The actlon of the Local PrOJectwn Operator T (see section 2.4 of BP for more

details) allows one to calculate perturbations with maximum amplitude at final time ¢ over a prescribed
area; in our case, the Northern Hemisphere from 30°N to the pole. Hence, introducing the symmetric

operator T in Egs. (1) and (2), the energy in the selected region is
@O = {(x'Gp; Kx'(t)), e . | | &
where " I ‘ ‘ : o

K = LpT?L, 4)

Denote by vz, a normalised eigenvector of K, and by 0,2‘ the respective (real positive) eigenvalue.
‘Then, since any x(¢,) can be written as a linear combination of the set vy, it follows

@1

el ., ' | | )
(=0 ||x’(t0)ll .

The v(f) and the o, are ca]led the smgular vectors (SVs) and the smgular values of the operator TL )

while (¢-,) is called the optlmlsatlon ume interval.

In the Ensemble Prediction System, SVs are computed applying an iterative Lanczos procedure (e.g. Strang,
1986) to the linear propagator defined above. Usually, 100 iterations of the algorithm are enough to give
about 30 SVs with sufficient numerical accuracy. Table | summarises the principal characteristics of the

SV computation.



In the studies referenced above, the evolution of the SVs from v,(t) to v,(z) was found to be particularly

non-modal. In particular it was noted:

i)

iif)

iv)

There was an upscale energy transformation between initial and final time. BP found that at initial
time perturbation energy peaked at about wavenumber 20, close to the truncation limit of the T21
model. Further calculations with a higher resolution (T42), made since BP, suggest that this peak
lies closer to wavenumber 25 for optimisation time intervals of about 3 days. At optimisation time,
SV energy peaked at about wavenumber 10, corresponding to synoptic-scale features of the general
circulation. Since the basic state is an unsmoothed solution of the nonlinear equations, Rossby triad
interactions between the perturbation field and the basic state can generate such upscale effects even

though the caléulations are linear.

At initial time, SV energy peaked mainly in the lower troposphere (approximately the baroclinic
steering level). At optimisation time, SV energy peaked mainly at jet stream lével. In BP it was
shown that this could be imderstood in terms of Rossby wave-activity conservation. In particular,
since the intrinsic frequency I of an SV increases from lower to upper troposphere, an SV localised
in the lower troposphere at initial time and in the upper troposphere at final time, will gain energy
E, through (approximate) conservation of E/I.

Energy growth occurred through both barotropic and baroclinic processes. In particular, in the
lower troposphere, the horizontal SV structure at initial time had SW-NE oriented phase lines north
of the jet, and NW-SE oriented phase lines south of the jet. There was strong westward tilt with
height between lower and middle troposphere at initial time. These phase tilts were much less
strongly pronounced at optimisation time. The SV structure is consistent with an upward directed
group velocity component, required in order that wave activity can propagate from lower to upper

troposphere during SV growth.

Singular vectors tended to be localised and concentrated near the principal regions where the vertical
wind shear was large: over the west Pacific, over the west Atlantic, and over subtropical north
Africa (examples from one wintertime case are given in Fig la-b-c). In BP the geographical
distribution of the dominant SVs was shown to agree qualitatively with a simple index of baroclinic

instability constructed from the seasonal-mean flow.

Statistics on the growth and distribution of the SVs in different seasons were discussed in BP, and for

brevity are not repeated here.



2.2 Relationship of SVs to analysis error

The objective of SV analysis is to find perturbations (or phase-space directions) that could generate
significant short-range forecast errors and that should be sampled for the medium-range ensemble forecast.
We have discussed above the particular structures associated with SVs at initial time. It can therefore be
asked whether these structures correspond to any known features of analysis error. This question is not
straightforward; as already noted, our knowledge of analysis error is poor. Moreover, it may not necessarily

be the case that analysis error structures with the largest amplitude evolve into the largest forecast errors.

One way of tackling this problem is to use the adjoint propagator Ly to map actual short-range forecast
errors back to initial time. Such studies have begun at ECMWF and preliminary results are documented

in Rabier et al (1993, 1994). It is straightforward to show that if E is the day 2 forecast error, then Lp,E
is the gradient of the energy norm of E at the initial time. In other words a perturbation to the analysis

equal to LpE will optimise the projection of the perturbation at day 2 onto the observed error field. Note

that this differs fundamentally from L;IE, which (in a perfect model) is the analysis error.

Rabier et al refer to LpE as a sensitivity pattern. They note that whilst the day 2 error peaks in the upper

troposphere, the sensitivity pattern peaks in the lower troposphere, similar to SV structure. They also note
that the sensitivity pattern has a strong westward tilt with height through the depth of the troposphere,
similar to SV structure. Finally, spectral analysis of the sensitivity patterns has revealed a broad energy

spectrum with an indistinct sub synoptic-scale maximum, again comparable with SV structure.

Rabier et al (1994) have studied the skill of a ten-day forecast where the analysis is perturbed with the L.E

perturbation. They note that the skill can be substantially improved well beyond the 48 hour period used
to define the error field and the adjoint propagator. It appears that perturbations to the initial analysis made
purely on the basis of linear calculations from the early part of the forecast period, may have a beneficial

impact on the forecast during the later period where errors are growing nonlinearly.

At the time of writing, routine daily calculations of both sensitivity patterns and singular vectors using
identical tangent linear propagators, are about to commence. A detailed statistical comparison of these
sensitivity patterns with SV perturbations will be made once a sufficiently comprehensive dataset has been

built up.



A second method of comparing SV structures with possible analysis errors has been made by Thépaut et
al (1993) using a 4-dimensional variational analysis. In a particular case study of the 16 October 1987
storm over north-western Europe, the analysis increments were estimated at the beginning of a 24 hour
assimilation period, resulting from an additional observation at the end of the assimilation period. Thépaut
et al noted the similarity between this increment, and the structure of some of the initial dominant SVs

computed over this period.

Hence, many of the statistical features associated with the SV structures appear to be found in the sensitivity
patterns, and in 4-dimensional analysis increments. On the other hand, the precise patterns of SV structures
cannot be directly used as perturbations for the ensemble system, because individual SVs are too localised
to represent hemisphere-wide analysis errors. We discuss the means to overcome this problem in the next

section.

2.3 Definition of the initial perturbations

As mentioned in the Introduction, for each initial date, an ECMWF ensemble comprises one ’control’
forecast (a T63L.19 forecast started from the operational analysis) and 32 perturbed forecasts. The initial
conditions for the perturbed integrations are constructed by adding and subtracting to the operational analysis

16 orthogonal perturbations defined as linear combinations of SVs.

The methodology used in the Ensemble Prediction System to define these linear combinations is a
modification of the procedure described in Palmer et al (1993). Its aim is to create perturbations which
cover most of the Northern Hemisphere, and have an amplitude comparable (in any region) to the estimates
of root-mean-square (rms) analysis error provided by the optimum-interpolation (OI) data assimilation. The
first step is the selection of 16 SVs among the first 30+35 computed by the Lanczos algorithm. This

proceeds as follows:

1) The first 4 SVs are always selected.

2) For each SV, a localisation function is defined in three-dimensional grid-point space, equal to 1
wherever the local energy (per unit mass) of the SV field is greater than 1% of its maximum value
over the grid, O elsewhere.

3) An overlap function is defined at each point as the sum of localisation funttions of the first
four SVs. In general, the overlap function gives the number of selected SVs which ’cover’ any grid
point. ‘

4) Each subsequent SV (from the Sth onwérds) is examined in turn, and selected only if more than half
of its total energy lies in regions where the current overlap function is less than 4. If this is the

case, the localisation function for the new SV is used to update the overlap function.



Step (4) is repeated until 16 SVs are selected. The final overlap function gives the number of SVs with at

least 1% of their maximum local energy (i.c., 10% of their maximum amplitude) at any location.

Before the introduction of the local projection operator in March 1993, the selection process was also used
to eliminate SVs located in the southen hemisphere. The selection criterion was modified by requiring that
more than 50% of the SV energy was located in the Northern Hemisphere and in regions with small overlap
function. During the boreal winter, most of the SVs computed by the Lanczos algorithm were in the
Northern Hemisphere, and therefore it was always possible to find 16 of them satisfying this criterion. In
the following seasons, as the areas of maximum instability moved to the other hemisphere, computing
enough SVs to be able to select 16 of them in the Northern Hemisphere a posteriori would have been
increasingly inefficient from computational point of view (as shown in Buizza, 1994b); therefore, the

localisation had to be directly incorporated in the SV computation.

Once 16 SVs have been selected, an orthogonal rotation in phase space and a final rescaling are performed
to generate the ensemble perturbations. Let V be the matrix whose columns are the 16 selected SVs, R

a 16x16 orthogonal matrix and D a diagonal matrix of scaling factorS§ the matrix P containing the

ensemble perturbations is computed by first defining

P/ = VR (6)
and then:
P = P'D. : @)

Let p/ = {u/, v/, T;} be one of the orthonormal perturbations defined by (6), in terms of zonal and

meridional wind and temperature respectively. Moreover, let e,.e,,e; be the OI estimates of rms analysis

error for these variables. The continuous function

fi = [(u/le,)? + v/ [e ) +(T;je)* 1 (8
where the overbar represents a mean over grid-point space, gives an estimate of the maximum local ratio

between the perturbation amplitude and the estimated analysis error.

The rotation matrix R is defined in such a way to minimise the cost function

. | |
CF - Y f%. ©)
i1 .

10



Since CF is not a simple quadratic function of the independent variables, the minimisation cannot be
reduced to the solution of a linear problem. Instead, we perform the minimisation iteratively by constructing

R as the product of a series of 2x2 elementary rotation matrices.

In practice, the purpose of the phase-space rotation is to generate perturbations which have the same
globally-averaged energy as the ’original’ SVs, but a smaller local maximum and a more uniform spatial
distribution. The iterative algorithm has proved effective in performing this task, despite the fact that the

highly non-linear nature of the cost function may generate more than one minimum in phase space.

Once the rotation has been performed, the perturbations are rescaled in order to have a realistic local
amplitude. The non-null elements of the diagonal maﬁ‘ix D in (7) are given by: |

d, = alf, - | (10)
where a is a constant factor which represents the maximum acceptable ratio between perturbation amplitude
and analysis error. On the basis of experimentation preceding the operational implementation of the EPS,

a value of a = /2 has been adopted.

An example of a rotated perturbation is given in Fig 1d. This can be compared with the localised SV

structures shown in panels a) to ¢).

24 Statistical properties of ensemble perturbations
In this subsection we briefly discuss some of the statistics of the ensemble perturbations in the four calendar
seasons of the year from December 1992 to December 1993. The initial date of the first and the last

ensemble in each season is as follows:

winter: 19 December 1992 - 19 March 1993;
spring: 20 March - 18 June 1993;

summer: 19 June - 17 September 1993;
autumn: 18 September - 18 December 1993.

In total, 39 ensembles are included in each season.

Fig 2 shows the rms amplitude of the zonal wind compohent at model level 11 (approximately 500 hPa)
and of temperature at model level 13 (approximately 700 hPa) for the ensemble perturbations in winter
(panels a-d), summer (b-e) and autumn (c-f). (The equivalent fields for spring are shown in Fig 3b-f.) For
winter, the rms amplitude is maximised at approximately the regions where the dominant SVs occur (see

Fig 1), i.e. over the western Pacific and Atlantic basins, and over subtropical north Africa.

11



The impact of the application of the local projection operator can be inferred comparing Fig 2a-d with rms
amplitude distributions for-other seasons. As discussed above, this operator is designed to find SVs in
which energy growth is maximised in the extratropical Northern Hemisphere. Consequently, the local
projection severely damps the rms amplitude of the subtropical north African perturbations, while the
perturbation amplitude in the storm-track regions is almost unaffected. In common with the distribution of
dominant singular vectors through the annual cycle (Fig 5 of BP), the rms amplitude of perturbations is

more zonally asymmetric in winter compared with other seasons, more uniform in summer.

In Fig 3, we show, for the spring season, the zonal wind and temperature amplitude at three model levels,
corresponding to the lower, mid and upper troposphere. In common with the SV structure itself,
perturbations over the Atlantic and Pacific have maximum amplitude in the lower troposphere. The wind
amplitudes shown here (less than 1 m/s) are everywhere smaller than the OI error estimates: in practice, the
OI estimate of temperature erroi puts the strongest constraint on the perturbation amplitude. The rms
temperature component of the perturbations is largest around the 700 hPa level in most areas, with maxima
between 1 and 1.5 ° K. These values are indeed comparable to the OI analysis errors, except on the eastern
borders of North America and Asia, where the high density of radiosondes reduces the OI estimate to 0.6-
0.7 °K.

2.5 Ensemble products
In this sub-section, we briefly describe ensemble products which are routinely disseminated to the
Meteorological Services of the ECMWF Member States. These are a subset of the diagnostics available

from the ensembles.

2.5.1  "Stamp" maps v

With an ensemble size of 33 forecasts per day, it is just about feasible for the human eye to assimilate
qualitatively information from each individual forecast. The set of 500 mb height forecast maps over
Europe can be plotted on a single sheet of paper of A4 size or similar (e.g. Fig 13 in Section 4a). Although
the size of an individual map is clearly minimal, it conveys the principal features of the synoptic-scale flow.
One should not underestimate the processing power of visual cortex (McIntyre, 1988). In particular, the
human eye is able to perform a subjective clustering which may be more relevant to the user than the
objective methods discussed below. Moreover, the eye can readily spot whether the synoptic development
of one or two individual ensemble members is unusual, and therefore. worthy of further investigation. As
ensemble sizes increase, this type of visual inspection will become less effective. It is expected that

objective probabilistic analyses will mature at a sufficient rate to compensate for this.

12



2.5.2 Clusters of 500 hPa height trajectories

To condense the number of flow patterns predicted by the ensemble members into more basic varieties, a
cluster analysis on the 500 hPa height fields produced by the 33 individual forecasts is performed. As in
Brankovic et al (1990) and Palmer et al (1993), we have used Ward’s hierarchical clustering algorithm (e.g.
Anderberg 1973), which has been applied to the flow over the European area (defined as 30°N-75°N, 20°W-
45°E).

In the studies mentioned above, the clustering procedure had been applied at individual forecast times (or
forecast intervals if time-averages were analyzed). For operational implementation, it was felt that
information for more than one forecast time should be provided, while avoiding potentially confusing
situations in which the grouping of ensemble members varied at different forecast ranges. It was therefore
decided to cluster portions of forecast trajectories rather than instantaneous fields. This was done by
defining the 'distance’ between two ensemble members as the rms difference between height fields in the

forecast interval from day 5 to day 7.

As'in any hierarchical clustering, it is hecesééry to choose a criterion to select the best’ partition of the
ensemble members. This was based on an upper limit for the internal variance of the clusters (the mean
square distance between individual members and their respective cluster centroids). Initially, during the
winter season, this upper limit was set at 50% of the total sample variance. This choice guaranteed a good
representation of the variability within the ensemble, but had the disadvantage of creating a number of very
similar clusters when the ensemble dispersion was small; in this way, a large number of clusters did not
imply a less predictable flow. From spring onwards, an absolute (rather than relative) limit for the internal
variance of the clusters was adopted; this limit, which varies with the seasonal cycle, was set equal to the
monthly-average forecast error variance at day 3 derived from operational forecasts in previous years. The
rationale behind this choice is that two medium-range forecasts can be grouped in the same cluster if their

difference is of the order of a short-range forecast error.

The trajectory clustering performs well when there is a clear divergence of forecast trajectories in phase
space, associated with possible transitions between large-scale regimes. An example of clusters obtained
in a case of blocking onset (the ensemble started on 25 January 1993) is given in Fig 4. In cases where the
large-scale flow is more persistent, and the difference between ensemble members is mainly due to
propagating baroclinic waves, trajectory clustering may lead to very smooth centroids in which the
differences observed at individual forecast times are poorly represented. Of course, each clustering option
(such as the choice of the clustering area and .1'he time window, or the criterion for the 'best’ number of

clusters) has advantages and disadvantages; the usefulness of objective clustering would be greatly increased
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if these choices were made at the *consumer’ (i.e., operational forecaster) level rather than at the 'producer’

level.

2.5.3  Probability "plumes"

In order to give an assessment of the ensemble dispersion occurring throughout the forecast range at a
particular location, "plumes" showing the time-evolving probability that the 850 hPa temperature lies within
intervals of 1 K width are disseminated. The probabilities are computed assuming that each ensemble
member is equally likely, and are expressed as percentages of the maximum possible value (which
corresponds to all 33 ensemble forecasts being in a 1 K interval). A Gaussian smoother is applied to the

sample frequencies to produce smooth probability estimates.

In regions of steep orography, the T63L19 850 hPa temperature can be locally inconsistent with the
operational forecast values (produced with a T213L31 model), even when both forecasts have essentially
identical synoptic-scale features. In order to allow the forecaster to assess whether inconsistencies in low-
level temperature between operational and ensemble forecasts are due to differences in synoptic flow, plumes
of 850 hPa temperature were supplemented with plumes of 500 hPa geopotential height. The width of the
height categories is 2.5 dam. Examples of probability plumes are shown below in Fig 20.

2.54 Probability maps

Two dimensional fields representing probabilities of rainfall, 10 m wind speed and 850 hPa temperature
anomalies for specific forecast days are also postprocessed and disseminated. As with the plumes, the
probabilities are calculated on the basis that each ensemble member is equally likely. The rainfall categories
are: > 1 mm/day, > 5 mm/day, > 10 mm/day and > 20 mm/day. The wind speed categories are: > 10 m/s
and > 20 m/s. Finally the temperature anomaly categories are: < -8° K, < -4° K, >4° K and > 8° K.
Examples of probability fields for rainfall and temperature categories are given in Section 4 (see Figs 15
and 19).

3. OBIJECTIVE VALIDATION OF ENSEMBLE PREDICTIONS

3.1 Relationship between ensemble spread and forecast skill

One of the principal uses of an ensemble forecast is to provide an estimate of the confidence in a prediction;
the larger the ensemble dispersion, the less reliable is the forecast by any one member. From this basic
notion, it is often assumed that the ensemble spread can be taken as a predictor of the skill of the control
forecast. However, even in a perfect environment, spread will not be perfectly correlated with the skill of
any individual forecast (Murphy, 1988; Barker, 1991). Consider a well-sampled PDF integrated with an
error-free model. When spread is small, the control forecast trajectory is constrained to be close to the

verifying analysis trajectory; however, when the spread is large, the control forecast is not constrained to
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be far from the verifying trajectory. Hence even for large spread, the control forecast could be skﬂful if;
by chance,-it happened to be close to the verification trajectory. To account for sampling problems of this
kind, we will compare actual results with those from a hypothetical perfect-model ensemble when discussing

relationships between ensemble -spread .and control forecast skill.- -

Fig 5a-b shows scatter diagrams of skill and spread for the Northern Hemisphere in winter and summer.
(Diagrams for spring and autumn are not shown since the seasonal trend in both spread’ and skill' indices
may-introduce a trivial correlation between them). - Here the ensemble spread is taken as the 75th percentile
of the distribution of the rms 500 mb height difference between the perturbed ensemble members and the
control. “The day 7 rms error.of the control is taken as the skill value. For each diagram, the distribution
is divided by the median value, and the number of elements in each quadrant is shown in the.figure (non-
bfackete‘d numbers).: These give a 2x2 contingency. table -for high/low spread, high/low skill cases. Note
that: by using the median to define the categories, the contingency table is necessarily symmetric.
(Spread/skill: relationships have also been studied using anomaly correlation as the measure of distance
between either control or verifying analysis, but are not discussed here for brevity. Results do not depend

strongly on the measure used.)

For both seasons, the diagonal entries are notably more populated than the off-diagonal entries. ‘Whilst the
off-diagonal entries are not negligible, it was noted above that even in a perfect model environment we
would expect the off-diagonal elements to be non-zero. - We have estimated a "perfect-model" contingency
table by taking, .at random, one member of each ensemble to be' a verifying analysis and-averaging the:
results over several possible realisations. The contingency table for this perfect model verification is given

in parentheses in Fig Sa-b.

The comparison of the actual contingency tables with the perfect-model simulations gives a better indication
of the strength of the spread-skill relationship than any ’absolute’ index. ‘Because of the use of medians to
define the class boundaries, the difference in frequency must be equal for all the four quadrants of the table.
The difference in winter (1 unit) has. only. a-25% chance to be significant according to a chi-square test,

while the difference in summer (3 units) is statistically significant. -

The linear correlation coefficients for the scatter diagrams in winter and summer are .56 and .59
respectively. These values compare well with perfect model estimates of a medium-range asymptotic limit
of 0.6 reported in' Barker (1991).. The spread/skill relations appear superior to those obtained by statistical
means for this time range (e.g. the day 7 Northern Hemisphere values between 0.3 and 0.4 reported by
Molteni and Palmer, 1991), although comparable results obtained with regression estimates of anomaly

correlation at earlier forecast times have been reported by Wobus and Kalnay (1994).
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It is interesting to note directly from the scatter diagrams, that in general the dispersion of points along the
y-axis (that is, the variability in the error of the control forecast) is smaller for ensembles with small spread
than for ensembles with large spread. ThlS was anticipated by the remarks at the beginning of this section.
We have studied sub-regions of the Northemn Hemisphere using these measures of spread and skill. Results

are not shown here for brevity, but we found comparable contingency relations to those in Fig 5a-b.

A second method of analysing the relation between forecast skill and ensemble dispersion is illustrated in
Fig 5c-d, which shows scatter diagrams for the European region (30N-75N, 20W-45E) based on forecast
probability plumes for 500 hPa geopotential height at grid points distributed uniformly throughout the
region. Again, results for winter and summer are shown. The spread is estimated from the forecast time
a chosen probability contour first vanishes (for example, from the plume shown in Fig 20b, thé 30% contour
first vanishes at about day 9). The mean forecast time averaged over all the grid points is then taken as a
measure of ensemble consistency (the smaller the spread the longer the consistency time index). This
consistency index has been investigated as a predictor of the medium-range skill of the control forecast,

measured by the rms 500 hPa height error averaged over days 5 to 7.

As may be expected, the correlation between these indices is highest when the consistency index is
representative of the spread in the day 5-to-7 range. To obtain this, the probability contour chosen to
estimate ensemble dispersion must vary with season; for winter we have used the 20% contour, for summer
the 30% contour. Ensemble spread is generally weaker in summer, so that the 30% contour generally
extends into the medium range, and is therefore a reasonable predictor of medium range skill. By contrast,
in winter the 30% contour may already vanish in the short range, and therefore would not be a good

indicator of medium-range skill.

As in the previous diagrams, the number of elements in each of the four quadrants (with boundaries as the
seasonal mean skill and dispersion) is shown at the corner of each quadrant; however, in this case a perfect
model contingency table could not be easily estimated because of the rather complex nature of the predictor.
Similarly to the Northern Hemisphere spread/skill statistics, the contingency tables are dominated by
diagonal entries. It can be seen that a clearer relation between plume dispersion and forecast skill occurs

in summer than in winter.

3.2 ‘Probability of synoptic flow patterns

In this sub-section, we investigate the quality of the information provided by the ensembles in terms of
probability of alternative synoptic flow patterns, concentrating on the Euro-Atlantic region during winter.
As mentioned in Section 2b, clusters of 500 hPa height for the European region are computed and

disseminated for every ensemble. The probability of occurrence of each cluster is taken to be proportional
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to the cluster population. Although clusters computed from individual ensembles have the advantage of
explammo a large fraction of the ensemble vananr'e with relatively few r‘entrmds, the fact that the number
and pattern of these centrmds vary from day to day makes an obJecttve venﬁcatlon of the cluster

probabilities impossible with standard skill tests.

For this purpose, as in Palmer et al (1993), we have therefore used a "fixed’ hierarchy of clusters, computed
by applymg the Ward algorithm to (mstantaneous) daily analyses of 500 hPa helght in 12 wmters (1979/80.
to 1990/91). In thrs case, the clustering area covers both the Atlantic and Europe, from 45°W to 45°E and
from 30°N to 80°N. Three hierarchical clustenng levels, mcludmg 12, 8 a.nd 4 clusters, have been selected

for the venﬁcatlon for brev1ty only results from the 8-member clusters are shown.

There are two advantages in using a set of clusters which are representative of the climatolo gical distribution
of atmospheric states. Firstly, it is straightforward to compare the skill of the ensemble prObabi]ities against
the chmatologlcal probabrhtres Secondly, if one also knows the frequenc1es of these clusters in the
chmatology of the numencal model used for the ensemble forecasts one can estimate whether model
systematic errors (Wthh are reflected in the d1fferences between observed and modelled frequencres) are

likely to affect the ensemble probabilistic predictions of certain particular flow types.

The climatological distribution of T63L19 model states has been estimated from a set of 15 120-day-
integrations with observed sea-surface temperature as boundary conditions, started on 1, 2.and 3 November
1986 to 1990; these integrations are identical to those described by Brankovic et al (1994) and Ferranti et
al (1994), apart from the fact that they were performed with an updated version of the T63L.19 model (the
so-called cycle 46, which was used in the EPS for about six months). The 500 hPa height fields
corresponding to the last 90 days of each integration were classified in one of the 8 clusters computed from:

the analysis sample, according to their similarity with observed fields belonging to the clusters.

Fig 6 shows the 8-cluster centroids, with observed and modelled climatological freduencies. The frequencies
of clusters 5, 6, 7 and 8, corresponding to flows with a strong ridge or blocking high over the Atlantic or
northern Europe, and (for clusters 5 and 7) a trough or cut-off low over southern Europe, are severely
underestnnated in the long-term chmatology of the T63Ll9 model. For each of the three cluster sets (12
8 or 4 clusters) used in this venﬁcatlon, the observed and modelled chmatologlcal frequenmes were

srgmﬁcantly d1fferent at the 99. 5% conﬁdence level accordmg to a chi- square test

For each ensemble in the winter season, the control forecast, the 32 perturbed forecasts and the verifying
analysis have been classified into one of the 8 ’climatological’ clusters, from forecast time ¢ =0to ¢ = 10

days -at 12-hour intervals. We can therefore define three probability distributions” P a’(jzt), Pc(i,t); P,Go,
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where j is the cluster index and the subscripts a, ¢ and e indicate the analysis, the control and the full
33-member ensemble respectively. Let J, = j,(®) be the index of the cluster in which the analysis is
classified at forecast time ¢. Then

PG,D=1, PG+,0=0. (1
Similarly, the control forecast probability P_ is 1 for the predicted cluster and O for the others, whereas for

the ensemble, P, is proportional to the number of ensemble members classified in each cluster.

Using these probabilities, the seasonally-averaged Brier score for the ensemble probabilistic forecast of Euro-

Atlantic clusters can be computed as

M
B(® - Y [PGH-PGnT (12)
i1

where M is the number of clusters and the overbar represents the average over the 39 winter ensembles.

An average Brier score B (f) can also be defined for the control forecast by substituting P, to P, in (12).

As a reference, one can compare these scores with the Brier score B (1) of a climatological forecast,
obtained by using the observed climatological frequencies P_(j) of the clusters instead of the predicted

probabilities. In theory, B, should be independent from forecast time, and given by
= 2
B, -1-3 P | (13)
j=1
although in our verification a weak time dependence arises because of sampling problems.

Using the definition of P ,» one can rewrite (12) as:
M ) -
B(@® =1+ EP,(i,t) -2P,G0 (14)
i1

where P,(j_,?) is the average probability of the verifying cluster. The second term on the right hand side

of (14) depends only on the smoothness of the probability distribution, and is necessarily less than 1 unless

just one cluster is assigned a non-zero probability. For the control forecast this is always the case, so that
B () = 2[1-P G 0] (15)

If we make the assumption that on average any ensemble member (including the control) has the same

probability of predicting the correct cluster, then P,(j_,1) = P_(j .5, and B, must be lower than B, provided
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that the ensemble members are distributed in more than one cluster. - In other words, the difference in Brier
score between the ensemble and the control forecast does not reflect a greater probability of predicting the

correct cluster (on average), but rather the capacity to provide an a priori estimate of this probability.

Another useful comparison can be made between B, and the theoretical score that the ensembles would

achieve if the predicted probabilities were an exact estimate of the probablhty of occurrence of each cluster.

The score of this hypothetical *perfect’ ensembile is given by
B,® -1 - jEIP,(i,t) (16)

In the l'absence" of model systematic errors, the er.lsemble probability distribution should aksym‘ptote to the
observed climatological distribution, and therefore B, and B  should tend to B ;- Onthe other hand, the
Brier score of the control forecast should asymptote to 2 B (thls behav1our is analogous to that of the

mean-square error of a deterministic vs. ensemble-mean forecast).

Curves of B, B, , B, and B , are shown in Fig 7a for the 8-cluster verifications. Fi‘rvstly,‘ we notice that
e [ cl

the ensemble score B crosses the chmatologlcal score at forecast day 8. The non-monotonic growth of B,
makes it dlfﬁcult 10 assess whether the score has reached saturation at day 10. However, beyond day 8 the

difference between B, and B, is very small.

Before comparing the ensemble with the control forecast and the theoretical ’perfect ensemble’, it is ' worth
commenting on the non-monotonic behaviour of the control score B,, which is also reflected in B .. This

implies [see (15)] that the average probability of a correct cluster prediction by the control forecast does not
decrease monotonically with forecast time. Such behaviour may not be entirely due to sampling problems;
Consider what happens when the atmosphere makes a transition from the initial cluster (i.e. the cluster at
t = 0) to another cluster. The control may perform in three different ways:

. it makes the correct transition at the correct time;

- it makes the correct transition but at a different forecast ﬁmé; B

- it makes a transition to a different cluster.

In the second case, the Brier score for that particular forecast will yary from O to 2 and then back 10 0,
showing a ’return of skill’ which may not be so evident in scores like tms error. Indeed it appears that this
type of error is particularly frequent in the early medium range; in the short range, cluster transitions are
usually well predicted, whilé transitions in the late medium-range are usually associated with "irreversiblé’

errors. More quantitative arguments, based on statistical models of error growth and distributions of
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transition times, confirm that the probability of an error in the time of the first transition must have a

maximum in the medium range.

Hence, one should expect (at least) a plateau in the Brier score of the control forecast. This argument,
however, cannot be applied to the ensemble; although the transition times of individual members may differ
from the analysis, if the PDF of the initial error is properly sampled the ensemble probability of transition
should peak at the correct time (unless systematic deficiencies are present in the model variability). Indeed,

the Brier score ng of the ’perfect ensemble’ is always strictly monotonic in Fig 7a.

Let us now return to the comparison between B,, B - and B, as illustrated in Fig 7a. Ideally, the ensemble
score should be as close as possible to B,, and substantially lower than the control score B, in the medium
range. In reality, the B, curve is roughly equidistant from B - and B, and shows a non-monotonic growth

as B_ does. This result indicates that the ensemble follows the control forecast too closely, especially in

the day 3-to-5 range. This may occur because of quasi-systematic model deficiencies or because of a non-

optimal behaviour of the perturbations.

Itis reasonable fo assume that systematic model error will be mainly felt when the real atmosphere resides
in (or evolves into) one of those clusters whose frequency is severely underestimated in the long-term
climatology of the model. We have therefore recomputed the Brier scores excluding those ensembles in
which the verifying analysis was classified in clusters 5 to 8 of the 8-cluster partition (Fig 6) for more than
half the time beyond forecast day 3. The average Brier scores for the remaining 22 ensembles are shown
in Fig 7b.

While the BqP score is only marginally changed, consistently with a perfect model assumption, the scores
of both the ensemble and the control forecast are substantially improved in the medium-range. The B,
curve shows a plateau rather than a return of skill. However, B, remains nearly equidistant from B o and

B_, indicating that the ensemble remains too ’supportive’ of the control forecast even in non-blocked flows.

In conclusion, the Brier score indicates that the ensemble probability distribution estimate is skilful in the
medium range at least up to about forecast day 8. The ensemble performance (as measured by this score)
is significantly affected by model error, however, there are indications that deficiencies in the initial

perturbations are also contributing to insufficient spread in the earlier part of the forecast.
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33 Skill scores of ensemble members, control and operational forecasts

We conclude this section on objective validation by showing time series of the ensemble distributions of
conventional skill scores. Anomaly correlation (AC) and rms error of 500 hPa height have been computed
over various areas for all the individual forecasts in each ensemble as well ‘as for the T63L19 control and
the T213L31 operational forecast. Here, scores are illustrated for the whole Northern Hemisphere (north
of 20°N) and for Europe (as defined in Section 2d.ii). Figs 8-9 show for each ensemble the two extreme
scores (dashed lines), the 25% and 75% percentiles (solid lines) and the median (dotted line). In addition,
the score of the T63 control is indicated by a full circle, and the score of the operational forecast by a

square.

The diagram for day-7 AC over the Northern Hemisphere in winter is shown in Fig 8a. The AC of either
the control or the operational forecast was usually between 0.6 and 0.8, except for two periods of poor
performance at the end of December 1992 and February 1993. In all cases, the AC of the two unperturbed
forecasts was lower than the AC of the best member of the ensemble (which was usually around 0.8), and
in most cases lay between the 25% and 75% percentiles. On the other hand, the score of the best ensémble
member dropped considerably during the two periods mentioned above, indicating that none ‘of the perturbéd

forecasts managed to stay close to the actual atmospheric trajectory.

The corresponding distributions for rms error (not shown) support the results above. However, rms errors
tend to give a more favourable view of the performance of the EPS with respect to the operational forecast;
this reflects the tendency of the T213 model to produce more intense features which, if out of phase with

the verifying analysis, have a stronger negative impact on the rms error than on the AC.

Fig 8b shows the wintertime AC statistics for Europe, again at fc. day 7. The smaller verification area
génerates a wider range of scores spanned by the ensemble members. In all but three cases, the scores of
the unperturbed forecasts are within the range of the perturbed integrations. The three exceptlons refer to

the operatlonal forecast, and in two of them all the ensemble members were more skilful.

The two periods of poor performaxice found on the hemispheric domain are also reﬂected in thé scores for
Europe. In addition, poor scores in the unperturbed and in a large méjon'ty of the perturbed'forecas‘ts céﬁ
be seen dn 23-24 January and 8 March. In all these cases, the synoptic situation over Europe at forecast
day 7 showed a marked split of the westerly flow with blocking highs over northern Eufope and/or cut-off
lows over the Mediterranean region, characteristic of clusters that were inadequately simulated by the mo‘del
in chmatologlcal mode. Again, this highlights the likelihood that model error may have contnbuted to the

failure of some of the ensembles.
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The ‘three panels of Fig 9 show the -day-7- AC distribution over Europe in the other seasons. EPS scores
were least satisfactory in spring; one-can see in Fig 9a two fairly long periods (respectively at the beginning
and-at the end of the season) in which none of the anomalies predicted by the ensemble members was
strongly correlated with the observed one. Still, even in these periods, the 'best’ ensemble member was

often considerably more skilful than the operational forecast. -

The EPS performance over Europe during summer and autumn was consistently good; except for few and
fairly isolated exceptions, the most skilful ensemble member had a fairly high AC, of the order of 80%.
As in the other seasons, the scores of the control and operational forecast were within the 25-75% percentile

band in the majority of cases.

We can estimate the frequency of major ensemble failures by computing the percentage of cases where the
AC of the most skilful ensemble member was less than ‘some prescribed threshold AC,. Results are given
in Tahie 2 for day 7 o:\’/erEurope' based on AC = 0.6. ThlS threshold isolates cases where the verifying
analys1s traJectory 1ay s1gmﬁcant1y "outsrde" the ensemble distribution. For companson the percentage of
correspondlng operatlonal forecasts w1th AC < 0.6 s shown As anticipated above, the most numerous
ensemble failures occurred in spring, when in more than a quarter of the ensembles, the best member at
day 7 had an AC < 0.6. However thrs penod was also poor for the operational model. By comparison,

summer and autumn ensembles performed more satlsfactonly, in only 5 % of cases was the verifying analysis

substanua]ly out51de the ensemble dlstnbutmn at day 7

The score distribution can also he used to assess whether the ensembles provided additional information with
respect to the unperturbed control foreeasts. One way to quantify this is to look at the percentages of
perturhed forecasts which had better scores than the control T63. These percentages, based on AC statistics,

have been computed for all seasons and several verification areas at fc day 5, 7 and 10; the values for
Northern Hemisphere and Europe are hsted in Table 3. For the Northem Hemisphere, about 20% perturbed
forecasts are more skilful than the control at day 5, about 30% at day 7 and 40-45% at day 10. For the
smaller European area, the variabih'ty in scores between individual ensemble members is more pronounced,

espemally in the earher part of the forecast; so, the percentages rise to 30-35% at day 5, 35-40% at day 7
and 40 50% at day 10. (The European values are falrly representative of the percentages obtained for other
’hmrted’, ie. non~hemlsphenc, ~areas). Over both the Northern Hemisphere and Europe, the winter

p_ercentages are the _highest at day 5, but from day 5 to day 10 they grow less than in the other seasons.

A similar comparison performed between ensemble members and the operational T213L.31 forecast reveals
wider variations in the percentages from area to area and from season to season. In comparison with the

figures quoted above, we generally find a smaller number of perturbed ensemble members which are more
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skilful than the operational forecast at day 5, but the advantage of T213L31 over the lower-resolution
T63L.19 control is usually lost by day 7, in agreement with experience at other NWP centres (e.g. Tracton
and Kalnay, 1993).

In judging whether these percentages can be considered satlsfactory, one should compare them with
estimates from perfect-model experiments. Unfortunately, for these partlcular statistics such estlmates are
not readily available, and require an independent set of numencal integrations. However, some lower and
upper bounds can be computed on the basis of s1mp1e statistical assumptions. Firstly, we know that the
control becomes equivalent to any other ensemble member when predictability due to initial conditions is
lost; therefore one should expect to find half the perturbed forecasts better than the control when the forecast
time approaches the limit of deterministic predictability (about 15 days according to many theoretical and

numerical estimates, e.g. Lorenz, 1969).

On the other hand, let us consider the situation at the beginning of the forecast. If the initial perturbations

have an amphtude close to the expected norm of the analysis error, the probablhty that a perturbed initial
| condition is closer to the true atmosphenc state than the control initial condition is very low in a multi-
dimensional space As demonstrated in the Appendix, for a perturbed forecast to have a smaller 1mt1al error
than the control, the prOJectlon of the (unperturbed) analysis error onto a given perturbahon must be negative
and (in absolute value) greater than half the perturbation amplitude. It follows that, if the analysis error
norm and the perturbation norm were exactly equal, then no more than three orthogonal perturbations could
satisfy this condition. Assuming that the analysis error is unbiased and has an isotropic, multi-normal
distribution in the subspace of our 16 orthogonal perturbations, one can estimate that on average just one
perturbation (with either positive or negative sign) will lead to a smaller initial error. The fact that, already
at day 5, the percentages in Table 3 are much higher than their expected values at the initial time (about
3%) is an indication of the ability of our perturbations to capture the directions associated with the fastest

error growth in phase space.

4. CASE STUDIES

In this section, we study in some detail two particular ensemble forecasts associated with the developmenf
of strongly meridional flows over Europe. We shall focus on the medium-range performance of the
ensembles between days 5 and 7. These examples describe situations where the ensemble ‘a’ppeared‘to‘
perform satisfactorily. In the first, the ensemble spread was large and the control and operational forecasts
were poor; in the second, the ensemble spread was small and the operational and control medium-range
forecasts were skilful. The case studies also illustrate the range of products disseminated to the National

Meteorological Services of ECMWEF member states.
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4.1 30 October - 6 November 1993

In discussing results from this case study, we take into account the fact that three consecutive ensemble

predictions are made each week. Initial conditions (f, = 30 October 1993) are shown for the first of these

forecasts, and verification is made for t, = 6 November, corresponding to forecast day 7 of the first

ensemble, day 6 of the second ensemble, and day 5 of the third ensemble. A smooth evolution of
probability distributions from consecutive ensembles is a desirable property of a successful ensemble
prediction scheme (contrasting with the often discontinuous behaviour of consecutive single deterministic

forecasts).

Fig 10 shows the analysed 500 hPa height fields. At 1, (Fig 10a), a meridionally-oriented dipole is already

well established over western Europe and the eastern Atlantic. This pattern evolves slowly through to z,

(Fig 10b) with low geopotential height values dominating most part of Europe, including two minima over
the Iberian peninsula and over Northem Italy. The region of high geopotential height has moved northward,

with a maximum over Scandinavia. The region where rainfall exceeded 10 mm/day at ¢, is shown

superimposed on the height field in Fig 10b. (This verification is actually taken from a 24 hour operational
forecast from 5 November. We have checked, where observed data are available, that this estimate is

accurate.) The largest rainfall rates are associated with the low centred over northern Italy.

Day 7,6 and 5 operational forecast height and precipitation fields verifying at ¢, are shown in Fig 11. Over

northern Europe, the flow is too zonal at both days 7 and 6, resulting in significant precipitation over the
west coast of Norway. Over southern Europe, the position of a cut-off low is forecast for the straits of
Gibraltar at day 7, Italy at day 6, and northern Spain at day 5 (with a smaller low over Romania). As a

result, there is considerable inconsistency in the three rainfall predictions over southern Europe.

Fig 12 shows the dispersion over Europe for the three consecutive ensemble forecasts, as measured by the
anomaly correlation between each perturbed member of the ensemble forecast and the control. There is an
overall tendency towards increased consistency between the 30 October ensemble and the 1 November
ensemble. For the first ensemble, 16 out of the 32 members have an anomaly correlation of less than 0.6

with the unperturbed control forecast at day 7. For the second and third ensembles (again at day 7), this
number reduces to 8 and 2 out of 32 respectively. Hence not only is the day 5 prediction for t, more

reliable than the day 7 or 6 forecasts because of shorter lead time, but also the atmosphere is evolving

towards an intrinsically more predictable phasé from 30 October onwards.
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Fig 13 shows an example of 500 hpa height "stamp maps" at ¢, described in section 2e(i), for the day 6

ensemble forecast from 31 October. A forecaster studying this set of fields would have a clear impression
of the disturbed nature of the flow over Europe, and of the variety of solutions offered by the ensemble.
Over southern Europe, many of the members indicate a cut-off low, though the positioning is uncertain
(compare, for example, members 7 and 25). Over Scandinavia, some members show significant troughing

(e.g. members 14 and 23) while many of the rest show ridging (e.g. members 12 and 27).

Fig 14 shows the results of an objective clustering of the day 6 forecasts, using the method described in
section 2e (ii) (though for illustrative purposes, the clustering is only applied to the fields in Fig 13). For
this ensemble, four clusters were selected. We show the rms and anomaly correlation skill of the clusters
at the bottom of the diagram. The majority of ensemble members are grouped in clusters 1 and 2. These
mainly differ in the position and intensity of the trough over southern Europe. Both these clusters are more
skilful than the operational forecast, whibh has an anonialy correlétion of 51%. The 3rd and 4th clusters
together only contain 8 elements. The 3rd is associated with the horth European trough over the west coast
of Scandinavia, whilst the final cluster (the most skilful) has a more dommant ndgmg over the whole of
northern Europe and the north-east Atlantlc

Fig 15 shows probability maps for rainfall exceeding 10 mm/day at ¢, (i.e. between 6 and 7 november),

computed from the three ensemble forecasts as discussed in section 2e(iv). It can be seen that the
probability distributions evolve much more smoothly from day 7 to day 5 than do the operational
precipitation forecasts. For the region over southern central Europe with strong rainfall rates reported from
station data (see Fig 10b), the ensemble probability increases monotonically, whilst it decreases for regions

in northern Europe, again in agreement with verification data.

Overall, this is a case where forecaster confidence would have been relatively low because of the large
ensemble dispersion. Nevertheless, useful probabilistic information were provided by the three consecutive

ensembles.

4.2 13 - 20 November 1993
The analysed 500 hPa height for the initial date of second case study (¢, = 13 November 1993, two weeks

after the first case study) is shown in Fig 16a, while Fig 16b shows the analysis for 20 November, which

has been chosen as verification time #,. Superimposed on the height contours for ¢, are regions where the
850 hPa temperature anomaly either exceeded 4 K, or was less than -4 K. At ¢, (Fig 16a), the flow is zonal
across the Atlantic and western Europe, with a reversed-gradient height dipole at about 40E. At ¢,

(Fig 16b), this dipole has retrogressed and amplified, with major height anomaly centres over Scandinavia
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and central Europe. Associated with the flow, 850 hPa temperatures are anomalously cold over much of

Europe, and anomalously warm in the extreme north.

For brevity we sha]l only discuss the first of the three consecutive ensemble forecasts from this (high
predictability) period. The dispersion of the ensemble started on t, is shown in Fig 17. By comparison
with the previous case, ensemble spread is relatively small, and hence this forecast period appears to be
relatively predictable. Indeed, virtually all of the day 7 forecasts for t, have an anomaly correlation of at

least 0.6 with the control forecast.

The four clusters computed from the day-7 ensemble forecast verifying on t, are shown in F1g 18. The

centroids of three most populated cluster (mcludmg 13,8 and 7 members respectively) all reproduce the
blocking dipole, although they dlffer in the mtens1ty and the position of the high and low centres. The
centroid of the least populated cluster (with 5 members) has a strong high over Scandmav1a but the ﬂow
over souther Europe is far 100 zonal As shown by the scores at the bottom of the panels in Fig 18, in this
case the cluster populatlon is well correlated with the skill of the predlcted centroids. It is mteresung 1]
note that over western Europe, the circulation evolved from a largely zonal flow, to a largely meridional
flow over the 7 days of the forecast. Despite this, the change in flow was predicted with fairly high

consistency by the ensemble forecast.

Finally, in Fig 19 we show the probability that the temperature anomaly either was greater than 4 K, or was
less than -4 K. Consistent with the relatively weak ensemble dispersion, there is fairly st'rong agreement
that over much of central Europe the probability of relatively cold temperatures is high; Sirnilarly; over
northern Scandinavia, the probability of relatively warm temperatures is also high. The two categories are
not entirely exclusive; for example, over the Faroe Isles (near the edge of the observed warm anomaly) there

is a small probability of both cold and warm temperature anomalies.

In general, this is a case where the European forecaster could be reasonably confident in a medium-range
prediction. However, ensemble spread is not uniform over Europe. In Fig 20a we show 850 hPa
temperature probability for the ensemble from 13 November plumes for three locations: Longyearbyen
(Spitzbergen), Paris and Funchal (Madeira). For comparison, the control forecast (solid) and verifying

analysis (dashed) are also shown.
The three plumes indicate varying local predictability. For example the 30% contour disappears at day 5

in the first plume, day 9 in the second plume, and continues to the end of the forecast range in the third

plume. As discussed in section 3, this measure of ensemble spread is generally correlated with the skill of
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the control forecast, and indeed for these examples the control and verifying trajectories are closest for the

most predictable location.

5. CONCLUSIONS
Since the initial state of the atmosphere is known only approximately, a complete weather prediction should
be cast in terms of a probability distribution of forecast states. Ensemble prediction is*a practical means

of estimating this probability distribution for the medium range, where error evolution has become nonlinear.

Initial error can project onto many possible phase space directions; therefore, some sampling procedure is
necessary for the choice of initial perturbations for the ensemble forecast. We use the leading singular
vectors of the linear propagator calculated from a primitive-equation model, linearised about a short-range
forecast trajectory. These singular vectors, described in more detail in the companion paper by Buizza and
Palmer (BP, 1994), identify the directions in phase space associated with maximum perturbation growth
during the early parts of the forecast period.

| Given their localised nature, individual singular vectors cannot be taken as likely representations of analysis
error fields. To construct realistic perturbations from linear combination of singular vectors, it was
necessary firstly to find a set which covered a reasonable proportion of the Northern Hemisphere, secondly
to perform a phase-space rotation in such a way to delocalise the perturbations in physical space, and finally

to determine the amplitude of the rotated perturbations from the operational analysis error estimates.

33-member ensemble forecasts using the T63L19 version of the operational model have been made routinely
since December 1992. - Ensembles: from the first year of experimental trials have been validated in terms
of contingency tables of spread/skill relationships and Brier scores of cluster probabilities. Distributions of

ensemble-member scores have also been studied.

Results showed a good relationship between ensemble skill and spread, which was close to that obtained
in a perfect model environment. Probabilities of occurrence of Euro-Atlantic flow patterns were skilful up
to forecast day 8; verifications of individual ensemble members indicated that in the medium range about
one third of the perturbed forecasts were closer to the verifying analysis than either the T63L19 or the
T213L31 unperturbed forecasts. On the other hand, on a number of occasions the dispersion of the
ensemble trajectories was insufficient to provide solutions close to the actual atmospheric state. We found
evidence that model error contributed adversely at certain times. In particular, underprediction of ensemble
spread during cases where strong ridges and/or but-off low developed in the real atmosphere was shown to

be consistent with the underestimation of the frequency of these flow types in the model climatology.
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A deficiency of the T63L19 model which is probably relevant for this type of behaviour is a gradual loss
of eddy kinetic energy during the course of the integration. It is known that the operational T213L31 model
does not suffer from a similar kind of problem. Ensemble experiments with a higher resolution model
(T106) will be performed in the near future; in addition to better energetics, an increased resolution would
certainly be beneficial as far as probabilistic estimates of weather parameters like rainfall and near-surface

temperature are concerned.

However, the advantages of a higher resolution of the forecast model must be weighed against the benefits
of using the same amount of computer resources to increase the ensemble size. As shown in BP, there are
many more unstable directions than are presently sampled, although associated with smaller growth rates.
Diagnostic studies are currently under way at ECMWF in order to estimate the number of singular vectors

needed to explain most of the variance of short-range forecast errors.

These studies will also address this question of the optimal resolution for the computation of the singular
vectors. Both the sensitivity pattemns of Rabier et al (1993) and the 'bred modes’ of Toth and Kalnay
(1993) show smaller-scale structures than our present T21 singular vectors. Routine computation of singular
vectors at T42 is fairly expensive, but is just feasible with the present ECMWF computer. Preliminary
experiments have revealed larger growth rates than for the T21 singular vectors, although in the construction
of ensemble perturbations problems may arise from the even stronger localisation, and the concentration of

many vectors in the same region of instability.

Finally, instabilities developing not only during the forecast, but also during the data assimilation cycle (as
in the breeding method of Toth and Kalnay, 1993), should be incorporated into the initial perturbations.
This could be done by computing singular vectors optimised over a time interval starting before the initial

time #, of the forecast, and ending (as now) during the short-range forecast period. Experimentation with

this simple approach will be started soon.

More sophisticated methods are also being considered, within the framework of the 4-dimensional data
assimilation system currently under development at ECMWF. As again suggested in Toth and Kalnay
(1993), information about the fastest-growing patterns during the assimilation cycle could be used to
improve the estimate of first-guess (or ’background’) errors. In tumn, 4-dimensional assimilation systems
should provide flow-dependent analysis error statistics, which could be used to constrain the structure and

amplitude of the ensemble perturbations.

After more than two decades of theoretical and experimental work in the area of probabilistic weather

prediction by dynamical methods, operational ensemble forecasting is now becoming a reality. There is
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much work to be done, not only in the construction of initial perturbations, but also in the development of
user-oriented products, some of which were illustrated in two case studies above. Initial reactions to
ensemble forecasts have been generally favourable, both in the United States (Tracton and Kalnay, 1993)
and in Europe, and it appears that ensemble prediction will become a routine and established part of the

practice of weather forecasting,
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Table 1: Characteristics of the SV computation

Horizontal resolution
Vertical resolution
Optimisation time interval
Local projection area
Iterations

No. of acceptable SVs
Normal-mode initialisation
Physics

T21

L19

36 hours

lat > 30° N

100

30:35

5 gravest modes

surface drag and vertical diffusion

Table 2: Left hand column. Percentage of ensemble forecast where anomaly correlation of the most skilful member for
day 7 over Europe was less than 0.6. For comparison, the percentage of operational forecasts whose skill was

less than 0.6 is also shown.

Ensemble Operational forecast
WINTER 8 ’ ‘ 38
SPRING 28 56
SUMMER 5 49
AUTUMN 5 44

Table 3: Average percentage of perturbed ensemble members with higher anomaly cotrelation than the control forecast

Northern Hemisphere Europe
D5 D7 D10 D5 D7 D10
WINTER 22 32 37 36 40 42
SPRING 21 30 45 30 39 51
SUMMER 17 29 42 33 37 43
AUTUMN 19 33 46 30 35 46
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Appendix: Initial error of control and perturbed forecasts

Let us consider the following vectors in the phase space of a NWP model:

'X: : true state of the atmosphere;
Xn : initial state of the control forecast ( = operational analysis);
8X i -th perturbation to the operational analysis;

E-X-X : operational analysis error.

The squared norm of the initial error of the i -th perturbed forecast is given by:
I(X,+8X )-X I? = |E+8X I* = |EI>+18X,I>+2(E;8X ) 5 (A1)

where (..;..) represents the chosen inner product in phase space; it will be smaller than | Eo |? if:

(E;i8X) < - 218X ,1P. (A2)

Let us assume that the N perturbations are orthogonal and have unit norm. Clearly the relationships above

are still valid if Eu represents the projection of the analysis error onto the N-dimensional subspace spanned

by the perturbations (rather than the full field). Then we can write:

N

IE,I? = Y (E;8X)* . (A3)

i-1

If E has exactly the same norm as the perturbations (= 1 according to our normalisation), then the

condition (A2) cannot be satisfied by more than three perturbations, because in this case the projection on

each perturbation which satisfies (A2) accounts for more than 1/4 of the squared norm of the analysis error.

More generally, we can assume that Eo is unbiased and has an isotropic, multi-normal probability density

function (PDF) in the perturbation subspace; then, the PDF for each individual projection
x = (E;3X)

is given by:
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| o, o
PDF(x) - —1 exp{— x,‘) (A4)
Yo
where o? = |]E0||2/N .

The probability P, that the i -th perturbation (with either positive or negative sign, as in the EPS) generates
an initial state which is closer to the true atmospheric state than the operational analysis is given by the
integral of (A4) for |x,|>1/2. From this value, the probability P(n) that n out of N positive and N
negative perturbations will salisfy this condition can be computed as:

N!

Py = v

P}(1-P%" | (A5)

If | )2'0"2 = 1 (that is, if the average analysis error amplitude is equal to the perturbation amplitude), and

N =16 as in the EPS, one obtains the following values:
P, =0.046

P(©) - 0474
P(l) - 0362
PQ) - 0.130
P(3) = 0.029
P@) = 0.004 .

34



Fig 1

a, b, ¢): Examples of temperature patterns at model level 13 (= 700 hPa) associated with individual
singular vectors localised over the three dominant instability regions in winter; d) example of a temperature
perturbation (at level 13) generated from the rotation and scaling of 16 singular vectors, for the same
winter case. (Contour interval 1 °K.)
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Fig2 Left column: rms amplitude of the u-wind component of the initial perturbations at model level 11 (=
500 hPa), in a) winter 1992/93, b) summer 1993 and c) autumn 1993 (contour interval 0.1 m/s).
Right column: rms amplitude of the temperature component of the initial perturbations at modsl level 13
(= 700 hPa), in d) winter 1992/93, o) summer 1993 (e) and f) autumn 1993 (contour interval 0.2 °K).
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Fig 3

Left column: rms amplitude of the u-wind component of the initial perturbations for spring 1993 at a) model
level 9 (= 300 hPa), b) model level 11 (= 500 hPa), c) model level 13 (= 700 hPa); contour interval
0.1 m/s. Right column: rms amplitude of the temperature component of the initial perturbations for spring
1993 at d) model level 8, e) model level 11, f) model level 13; contour interval 0.2 °K.
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Fig 8 500 hPa height associated with 8 Euro-Atlantic cluster centroids derived from ECMWF analysis archives.
The observed frequency is shown for each cluster at top left. Simulated frequencies based on 120-day
‘climate’ integrations of the EPS modsl are shown at top right.
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line), a perfect-model ensemble (one member chosen randomly as verification; dashed line). b) as a) but
excluding those ensembles in which the verifying analysis was classified in clusters where the model
climatology significantly underestimated the observed frequency.
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Fig 10 500 hPa height from ECMWF analyses for 12Z a) 30 October, b) 6 November. Superimposed on b) is shown
region where 24 hour rainfall centred on 6 November exceeded 10 mm.




Fig 11 500 hPa height from operational forecasts verifying on 12Z 6 November. a) day 7, b) day 6, ¢) day 5.
Superimposed is shown region where operational 24 hr forecast rainfall centred on 12Z 6 November exceeded
10 mm.
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Fig 14 Clusters of 500 hPa height field for day 6 ensemble valid for 6 November.
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Fig 15 Maps of probabilities that total precipitation exceeds 10 mm/day between 5 November 12UTC and 6 November
12UTC, from the ensemble originated from a) 30 October, b) 31 October and ¢) 1 November. Contours 5, 35,
65, 95%.
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Fig 16 Analysed 500 hPa height fields for a) 13 November b) 20 November. Superimposed on b) are regions (shaded)
where analysed temperature anomaly of 850 hPa was greater than 4K (heavy shading) or less than -4K (light
shading).
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Fig 18 Clusters of 500 hPa height field from day 7 ensemble forecast valid for 20 November.
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Fig 20 850 mb forecast temperature probability "plumes” for the ensemble forecast from 13 November 1993
a) Longyearbyen (Spitzbsrgen), b) Paris, ¢) Funchal (Madeira). Probabilities are based on 1 °K intervals
[see section 2e(iii) for details].
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