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- ABSTRACT

A parametrization of random error associated with representation of diabatic processes
("stochastic physics") is described, and its impact in the European Centre for Medium-Range
Weather Forecasts Ensemble Prediction System is discussed.

The scheme is based on the notion that random errors in diabatic forcing are coherent between the
different parametrization modules, and have a certain coherence on the space and time scales
represented by the model. Moreover, the scheme assumes that the larger the parametrized
tendencies, the larger the random error cormponent is.

A number of diagnostics are described and a choice of parameters is made. The primary
application of the scheme is for the European Centre for Medium-Range Weather Forecasts
Ensemble Prediction System. It is shown how the scheme increases the spread of the ensemble,

and improves the skill of the probabilistic prediction of weather parameters as precipitation.

A choice of stochastic parameters is made for possible operational implementation. '

1. INTRODUCTION

Routine real-time execution of the European Centre for Medium-Range Weather Forecasts
Ensemble Prediction System (ECMWEF EPS) began in 1992 with a 31-member T63L19
configuration (Palmer et al, 1993; Molteni et al, 1996). A major upgrade to a 51-member
TL159L31 system took place in 1996 (Buizza et al, 1998). From its inception, the EPS has been
based on the premise that medium-range forecast errors are predominantly associated with
uncertainties in initial conditions. As such, the EPS is based on multiple integrations of the
ECMWEF operational model (albeit at lower resolution) from an ensemble of initial conditions,

created by adding perturbations to the operational analysis.

The philosophy of basing the EPS on perturbed initial conditions, or in other words on a "perfect

215



Buizza, R. ET AL.: STOCHASTIC SIMULATION OF MODEL UNCERTAINTIES...

model assumption", is consistent with results from Downton and Bell (1988), and, more recently,
from Richardson (1998). In these studies, substantial forecast differences between the ECMWF
and the UKMO (United Kingdom Meteorological Office) operational models could mostly be
traced to differences between the two operational analyses, rather than between the two models.
A similar "perfect model" strategy is followed at the US National Centers for Environmental
Prediction (NCEP), using initial perturbations generated using so-called bred-vectors (Tracton

and Kalnay, 1993; Toth and Kalnay, 1993).

On the other hand, recent results from Harrison et al (1998) indicate that the impact of model
uncertainties on forecast error cannot be ignored, and that in some respects an ensemble system

based on two (or more) models may be superior to an ensemble based on just one.

There is further evidence that uncertainties in model formulation may be a significant factor in
accounting for forecast error in the medium range. Specifically, although the spread of the
ECMWF EPS agrees well with the error of the unperturbed control forecast at, say, day 2 or 3,

the spread is notably smaller than the control rms error later in the medium range.

Whilst using perturbations with larger initial amplitude would reduce the spread underestimation
in the late forecast range, it would also deteriorate the performance in the early range, since all
perturbed forecast would be at an unrealistic distance from the control forecast than the analysis.
[The old EPS system, which used larger initial perturbations to compensate from the slower

perturbation growth after forecast day 3 (Buizza et al, 1998), suffered from this problem. ]

Houtekamer et al (1996) first included model uncertainties in ensemble prediction. Following
a system simulation approach to ensemble prediction, Houtekamer et al (1996) developed a
procedure where each ensemble member differs both in the initial conditions, which are
generated by running independent data assimilation cycles using randomly perturbed
observations, and in model characteristics. In fact, each ensemble member is integrated using
different parametrization of horizontal diffusion, convection, radiation, gravity wave drag, and

with different orography.

There are certainly good grounds for believing that there is a significant source of random error
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associated with the parametrized diabatic tendencies. For example, consider a grid point over
the warm pool area during a period of organised deep convection. By definition, the actual
diabatic terms are associated with organised mesoscale convective systems whose spatial extent
may be comparable with the model resolution. In such a case, the notion of a quasi-equilibrium
ensemble of sub-grid-scale processes, upon which all current parametrizations schemes are
based, cannot be a fully-appropriate concept for representing the actual diabatic heating. For
example, even if the parametrized and actual diabatic heating fields agree on average (i.e. over
many time steps) at the chosen grid point, there must inevitably be some standard deviation in

the time-step by time-step difference between observed and modelled heating.

In this paper a simple stochastic scheme for perturbing the parametrized diabatic tendency is
developed, and its impact on the performance of the EPS is studied. The scheme is based on the
notion that the sort of random error in diabatic forcing, discussed above, will be coherent
between the different parametrization modules, and will have a certain coherence on the space
and time scales represented by the model. Moreover, the scheme assumes thaf the larger the
parametrized tendencies, the larger the random error component will be. The notion of coherence
between modules allows the stochastlc perturbatlon to be based on the full dlabatlc tendency,
rather than on the diabatic tendencies from all the individual modules The notlon of space-time
coherence assumes that organised systems have some intrinsic space and time-scales which may
span more than one model time step and more than one model grid point. Making the stochastic
uncertainty proportional to the tendency is based on the concept that organisation (away from the
notion of a quasi-equilibrium ensemble of sub- -grid processes) is hkely to be stronge1 the

stronger is the parametrized contribution.
Full details of the scheme are described in section 2, and the impact of the scheme on the EPS

is investigated in section 3. A further detailed analysis of unperturbed and perturbed diabatic

tendencies is presented in section 4. Conclusions are drawn in section 5.

2. STOCHASTIC FORCING SIMULATION

2.1 The original ECMWF Ensemble Prediction System
The original ECMWEF EPS (Palmer et al, 1993, Molteni et al, 1996, Buizza et a'l,A 1998) can be
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described schematically as follows. Each ensemble member e; (with j=0 identifying the control)

can be seen as the time integration

e < [ MenPen d m

of the model equations
Oe, '
J - . .
at - A(e],t) +‘.P(ej=t)’ s ) . (2)

(where A and P identify the adiabatic and the diabatic processes) starting from the initial

conditions

e(t=0) = e,(t=0)+de J.(r=0)'. o _(3)

e,(t=0) is the operational analysis at 7=0, and the initial perturbations 5ej.(t=0) are generated

using the singular vectors of the linear version of the ECMWF, computed to maximize the total

energy norm over a 48-hour time interval (Buizza and Palmer, 1995).

2.2 The new ECMWF Ensemble Prediction System
Compared to the original one, the new system includes a scheme to simulate model uncertainties
deriving from the diabatic terms. Schematically, each ensemble member e, can be seen as the

time integration

= (! /
o) = [ AP 0] di | “)
of the perturbed model equations

e,
—I = Ae;n+P et | (5)
ot ! -

starting again from the perturbed initial conditions as in Eq. (3). For each grid point x=(4, ¢, o)
(identified by its latitude, longitude and vertical hybrid coordinate), the perturbed diabatic
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tendency (of each state vector component) is defined as

P/e;) = <r(Mdid>p, Pleph o ©)

where <..>,; means that the same random number r; has been used for all grid points inside a
DxD degree box and that it has been kept the same for 7 time steps. Random numbers have been
selected uniformly from three different intervals for the so-called high, medium and low

amplitude stochastic forcing configurations (Table 1),

r e [02] N | (7a)
r, € [0515] o (7h)
r, € [0.75,125] . (7c)

Note that, in the current formulation, the stochastic term re-scales the diabatic tendency for any
component of the state vector (i.e. for wind, temperature and specific humidity) for the entire grid
point column by the same factor <r>,, , and different degrees of randomness can be applied
in the horizontal space coordinates and in time by setting the D and T parameters. More

sophisticated formulations will be tested in due course.

Different combinations of the stochastic forcing amplitude, and spatial and temporal parameters
have been tested, with each parameter set to either a low, a medium or a high value. Table I lists
them, named according to the (in alphabetic order) amplitude, space and time parameter
(configuration H-M-L, for example, has high amplitude as in Eq. (7a), medium box size D=5°
deg, and low time interval T=3 h). Note that the current EPS spectral resolution T,1591.31
corresponds to about 1° degree resolution in physical space, and thus in experiments with D=1°
deg each grid point uses a different random number. Analogously, with an integration time step
of 2700 seconds (which was the time step used at the time of this work in the T,159L31 non-
linear integrations), T=0.75 h indicates that the random numbers are re-generated every time

step.
A detailed diagnostic on perturbed and unperturbed tendencies will be presented in Section 3.
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Configuration amplitude box size D (deg) time interval T (h)
H-M-M [0;2] 5 3
H-L-M - [052] 1 3
H-L-L~ - [0;2] 1 0.75
M-H-M . [0.5;1.5] 10 3
M-M-H [0.5;1.5] 5 12
M-M-M [0.5;1.5] 5 3
M-M-L [0.5;1.5] 5 0.75
M-L-M [0.5;1.5] 1 3
M-L-L [0.5;1.5] 1 0.75
L-H-H [0.75;1.25] 10 12
L-H-M [0.75;1.25] 10 3
L-M-H [0.75;1.25] 5 12
L-L-H [0.75;1.25] 1 12

Table 1. Experiment list.
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2.3 Experimental set-up

Ensembles in all configurations listed in Table 1 have been run for five case studies (starting
dates 96.10.23, 96.12.19, 97.05.14, 97.07.02 and 97.07.31). All ensemble have been performed
at T,159L31 resolution and with 50 perturbed members (with the ECMWF IFS model cycle
CY16R1). ‘

For each date, ensembles have been run with diabatic stochastic forcing only (DT ensembles),
with initial perturbations only (IC ensembles), and with stochastic forcing and initial condition
perturbations (ICDT ensembles). The ICDT ensemble initial perturbations have been defined
using T421.31 singular vectors, optimized over a 48-hour time interval to have maximum total
energy norm in the Northern Hemisphere extra-tropics, and have been set to have local initial
amplitude comparable to analysis error estimates provided by the ECMWEF Data Assimilation
procedure. These settings are as in the ECMWEF EPS operational at the time of this work
(autumn 1997 and winter 1997-98, Buizza et al, 1998).

3. IMPACT OF STOCHASTIC FORCING IN NUMERICAL INTEGRATIONS

Because of the lack of moist processes in the forward and adjoint tangent models used here,
ensemble initial perturbations are optimized for the extra-tropics (work is in progress to add
moist physical processes in the tangent model, to allow for singular vector computation in the
tropical region,) but results are not available yet). Thus, instead of ensemble predictions, single
deterministic forecasts will be compared to investigate the impact of stochastic forcing on the
tropical belt. Since the relative role of the diabétic terms is much larger in the deep tropics, the
perturbatioﬁ téchnique is correspondingly tested more severely. Attention is restricted to the

reference configuration IC and to the average perturbed configuration ICDT M-M-M.

Firstly, the impact of stochastic forcing on precipitation in the western Pacific warm pool is
compared with observations collected during the TOGA COARE experiment (Lin and Johnson,
1996). Secondly, the model climatology of configurations IC and ICDT M-M-M are compared.

3.1 Precipitation comparison with TOGA COARE data
Lin and Johnson (1996) compared rainfall rates from moisture budget and from ECMWF
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forecasts with rates from rainfall estimations from satellite data (SSM/I data, from the DMSP
Special Sensor Microwave/Imager, and GPI data, from the GOES Precipitation Index). Focusing
on the TOGA COARE intensive flux area located over the western Pacific warm pool (150°E-
160°E;10°S-0°) and over a time period from 1 November 1992 to 28 February 1993, they
showed (see Fig. 1, from Lin and Johnson, 1996) that not only forecasts and rainfall estimations
differ substantially, but also that SSM/I and GPI retrievals can differ by several mm/day, with
peaks of more than 20 mm/day. These amounts can be considered as an upi)er limit to acceptable

rainfall differences induced by stochastic forcing.

Deterministic 10-day forecasts with starting dates 1 to 28 December 1992, Without and with the
M-M-M type of diabatic stochastic forcing have been run, and their rainfall predictions in the
TOGA COARE intensive flux area have been compared. Figure 2 shows the differences between
the daily values of precipitation forecast accumulated between the 48 and the 72 hour forecasts.
Results indicate that 24-hour rainfall forecast differences are smaller than the differences in Lin

and Johnson (1996) at both forecast ranges, with maximum values of about 10mm/day.

3.2 Impact of stochastzc forcing on model clzmatology ‘ |

Since precipitation is one of the weather parameters more sensitive to changes in the d1abat1c
tendencies, one way to assess the impact of stochastic forcing on model_chmatology is to
examine monthly average precipitation fields for the deterministic forecasfs run for Deccmbér
1992 without and with the M—M—M diabatic stochastic forc'ingi Indeed, the monthly mean
precipitation accumulated between forecast days 6-7 of the two experiments are véry similar
(Fig. 3a-b), with differences mostly concentrated in the tropics (Fig. 3c). Similar diffg:renées

characterize mean precipitation accumulated between forecast days 1-2 (not shown)b.

A further verification of the small impact of the stochastic perturbations is obtained from longer
simulations. Figures 4a-b show the total rainfall for the unpérturbed and perturbed mﬂs averaged
over three months (JJA). These mean prec1p1tat10n maps represent very sumlar mean

circulations, with some ewdence of spatially smoother fields in the perturbed case.

3.3 Dzabatzc tendency a’lagnostzcs

The 1mpact of the M-M-M stochastlc forcmg on the diabatic tendenc1es is studled to further
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Fig. 1 Comparison of daily-mean rainfall rates (mm/d) over the IFA region (0°- 10°S;150°E-160°"E) from moisture budget,
'SSM/! retrievals, GPI, and ECMWF model forecast results (5-day running mean) for the TOGA COARE period (1
November 1992 to 28 February 1993, from Lin and Johnson, 1996) :

TOGA COARE IFA regibn - +48h/+72h average total precipitation
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Fig.2 Comparison of the daily-mean rainfall rates (mm/d) over the region (0°- 10°S;150°E-160°E) from the unperturbed
(solid) and M-M-M stochastically perturbed (dash) integrations for December 1992.

223



BuizzA, R. ET AL.: STOCHASTIC SIMULATION OF MODEL UNCERTAINTIES...

a) 1OE 13CE 150°E  170°E  170°W 150W 130°W 110W.

son |-

1 50°N
400N e 400N
30°N - 30°N

20°N - 20°N

10°N 10°N

0° 0° :
1008 1OOS

20°S 2003

b) 110°E | 130°E°  150°E 170°E 170°W 15Q°W 130°W 11 0°W

S : o : : o~ P2l : »
50°N f-- 50°N
40°N 40N
30°N - 30°N

20°N - ;1 20°N

10°N v 10°N
00
10°S

20°S

78

C) 110°E  130°E  150°E 170°E 170°W  150°W  130°W  110°W

N Ry | -t s S -------------------- e g e b] 50N

A U 4
s o T e
L o S SO S A s e St St I P

10°N

R o e e B BT TR
AN IS~ R D Y S L~k S S A
e i T e S S S e s e
S g 1008

T L e il M S St

10°S

Fig. 3 December 1992 average precipitation accumulated between forecast day 6-7 for (a) the unperturbed and (b) the
M-M-M stochastically perturbed integrations; (c): difference between (b) and (a) Shading in panels (a-b) for 5, 10,
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verify that tendencies are modified in a reasonable and meteorological way. This investigation
concentrates on the forecast with starting date 96.10.23 (the same analysis and conclusions could

have been drawn by selecting any other case).

Ten 10° square regions characterized by very different weather conditions have been defined
(Table 2 and Fig. 5), and average unperturbed and M-M-M stoch‘as‘tically perturbed tendencies
have been compared for the first 48 hour forecast.. Results for ohly three of these regions will
be discussed: region 1 located under the Pacific high, region 3 located in the Rockies and
characterized by intense precipitation, and region 7 located in the Sahara desert. All results relate

to model level 23 (around 700 hPa).

Figure 6 shews the time variation of normalized wind, tempefature and specific humidity
tendencies (each tendency have been normalized by its time average‘ Vaiue), and the time
variatioh of the Vstochastie scaling factor <r;>,  for region 1 (Paicific high, dry). Note thet only
at the end of the forecast period both the wind tendencies (Fig. 6a-b) and the stochastic scaling
factors (Fig. 6e) are large, and the impact on the tendencies is visible. Compared to region 1,
region 3 (Rockies, wet, Fig. 7) tendencies are characterized by a stronger time variability,
essentially because of moist processes (note that the average value for specific humidity tendency
is abouf 50 times 'larger than that for region 1). Region 7 (Sahé‘r“aﬂdesert, \Fig‘. 8) is characterized
by small wind tendenc_ies (Fig. 8a-b), by a very strong daily!cycl{e in the temperature tendency

(Fig. 8c), and by small specific humidity tendencies (Fig. 8d).

Generally speaking,,results show that the same type of tendency time ffariation can be seen in the
unperturbed and the perturbed cases. Indeed, one could hardly distinguish between unperturbed
and perturbed tendencies for all cases apart from the tendency for temperature over the Sahara

desert (Fig. 8c), which one expect to be constant during day time.

4. IMPACT OF STOCHASTIC FORCING IN ENSEMBLE PREDICTIONS

4.1 rms spread and rms error

Table 3a summarizes the impact of stochastic forcing on the ensemble spread, and Table 3b and
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Region Coordinate

> 1 140°W-130°W ; 30°N - 40°N
2 140°W-130°W ; 10°N - 20°N

> 3 130°W-120°W ; 40°N - 50°N
4 110°W-100°W ; 30°N - 40°N
5 50°W- 40°W ; 30°N - 40°N
6 © 50°W- 40°W ; 50°N - 60°N

> 7 10°W- 0°W ; 20°N - 30°N

> 8 10°W- 0°W ; 50°N - 60°N -
9 140°E -150°E ; 10°N - 20°N
10 150°E -160°E ; 0° = - 10°S

Table2. Coordinate of the 10° square regions for which diabatic tendencies of unperturbed and DT M-M-M
perturbed integrations have been compared. Pointers identify regions for which results are shown in Figs.

8-11. o

1227



Buizza, R. ET AL.: STOCHASTIC SIMULATION OF MODEL UNCERTAINTIES...

‘Wbiay [eyuajodoab
J0} Wwep g |easaw Inojuod pue ‘uopendioaid Joj Aep/wws 0L PuUe OZ ‘G 10§ SBUIIOS] INOJUCD 966 YOIBN €2
10 JND 21 e wybiay [enusiodosb eqy 00s () (1xe) 99s) pazAjeur usaq sABY SalouUSpUal oneqeIp a1sym suoibal
aienbs Q| US} aul Jo UCKEDO| PUEB ‘9661 YOIB G2 PUB €2 jO 1 INDZ] usamiaq uonedioald pajeinwinode y-gy () G ‘B4

0L F0vL F0h F08 F0S F02 MO MOF MOL MO0L MOEL MoO9L
NN 1 N | T ~I~ v ~ [ b

S.02 bt 0 . 1 = 3,02
T T §ﬂ . a L ) N LA -
o0 e ANR > P e o0
WM\ Xﬂ. S -,\ S - i\bv/f Lep |
N.0Z m f{\ 9 Ea L ] Y S | ) N.02
‘\@Ju L _ﬁ)/ p W_\ L ML//, -w\k\[ﬂrﬂ, rkﬂ\\v D
——— whm e N T f\\.\”'\.\/ L—"1
i I~ e RN L — 7= O\ N L
N I st N\ e
R ) i NN =
N0S SRS, SESSERSLY /GRS SN T 22T No09
et R A TS e
S > -l = SRt e D
Zoom ’mwm “ /JM m = ] pa— 9 Zoom
3,0LF F0vk 0L - 3,08 F0§  Fo0Z MO MO MOL MO0E MOEL M09}
| | W 08=4p - Y21 96/01/2 Z Bdy 005 (4
2041 307k F0LE 308 F0S  F02 MO MOY MOL MOOL MOEL M09t
s,02 f ﬁ b : o . +D \% _ / ' ¥ ‘ _~ Pt 3,02
0 & 5 - - e 0
No0Z = - No0Z
° ﬂ.\J, » : M 9| " °
. —)/ hl - %c/l
~
N.OY - 5 S . N0t
= _
N,09 1%, - T e L N.09
e i R s =
N.08 = | L S N.08
3,021 J0bL F0LE 3,08 05 02 MOL MOF MOL M.00L M.OEL M09
ww 001/02/S=IP - 96/01/S2-c2 dioeud wno ygy (e

228



(1/av)*dU/dt

(1/av)*dT/dt

Fig. 6
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Region 1 (Pacific high, 140°'W-130°W, 30°N-40° N) average value of unperturbed (solid) and perturbed (dash)
diabatic tendencies (a) for U and (b) for V wind components, (c) for temperature, and (d) specific humidity during
the first 48 hour forecasts normalized by their respective average value. (c) stochastic scaling factors <r>;, .. Note
that tendencies have been normalized by their time average value av, and that the average value av is reported in

the title of each panel.
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. Fig. 7 As Fig. 8 but for region 3 (Rockies, 110°'W-100"W, 40°N-50°N).
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3¢ on mean rms error of the perturbed members and on rms error of the ensemble mean.

Table 3a shows that, for both DT and ICDT ensembles, configuration M-M-H is characterized
by the largest spread, followed closely by configuration H-L-M, and then by-configurations L.-M-
H, M-H-M and M-M-M. Table 3a shows that a stochastic forcing with small amplitude
unchanged for 12 hours (L-M-H) can be as effective as é forcing with double amplitude
unchanged for 3 hours (M-M-M). Moreover, Table 3a suggests that configurations in which the

random forcing is changed every time step induce a small ensemble spread increase.

Focusing on the forecast error at day 7, Table 3b shows that there are six ICDT configurations
for which the average rms error of the perturbed forecast is smaller than the reference value given
by configuration IC. Table 3c shows that configurations M-M-H and M-L-M have the most

skilful ensemble mean scores.

Table 3d summarizes these results, and shows that configuration M-M-M is the on'ly: one with
. an increased ensemble spread, with a decreased average rms error of thevperturbed forecasts, and
with a decreased ensemble mean rms error, and shows that for four other configurations (H-L-M,
M—M—H, L-H-H and L-M-H) the ensemble spread increases and there is a positive impact on at

least on one of the skill indicators.

The comparison of the skill of the ensemble mean for the full forecast range for these 5
configurations indicates that configurations H-L-M (solid) and M-M-H (dash) héve a negative
impact on the skill of the ensemble mean up to forecast day 4 (ndt éhown), and thus should be
disregarded. The analysis of the ensemble spread shows that configurations M-M-M, L-H-H and

L-M-H have a very similar level of spread during the whole forecast range.

It is interesting to contrast the results in Table 3a with the results in Table 4 of Houtekamer et

al (1996), which shows that perturbing the model increased the day 7 spread by about 5.6%.

4.2 Other measures of ensemble skill
The results presented so far have restricted the range of possible configurations to M-M-M, L-H-

H and L-M-H. These three configurations were compared with the reference IC ensemble.

232



Table 3b.

Buizza, R. ET AL.: STOCHASTIC SIMULATION OF MODEL UNCERTAINTIES...

<spr>
Exp fc d+3 fc d+5 fcd+7 % spr increase d+7
~ DT-ICDT DT-ICDT DT-ICDT ICDT
HL-M 154-315 305-557 493-746  10<ds
HLL 6.6-28.7 156-508 29.2-69.3 g
M-H-M 97-29.1  225-523 382-708  3.5<ds<10
M-M-H*  17.1-324 338-573  530-763  [0<ds”
M-M-M 87-292  209-521 367-704  3.5s<ds<10
M-M-L 113-286 21.8-50.6 34.4-679 SR
M-L-M 62-287  154-512  29.6-694
M-LL 40-284 108-509 22.4-68.7
L-HH 86-20.1 205-517 365-702  3.5s<ds<10
L-H-M 52-285 13.5-50.9 25.9-68.6 L
L-M-H 75-29.1  184-525 338-711  3.5<dss10
LLH 43-285 11.7-510 23.5-6838 o
'IC 28.3 50.2 67.8
control 34.2 +60.6 88.9
Table 3a.
<err,p>
Exp fe d+3 fc d+5 fedt7  derr, d+7
DT-ICDT DT-ICDT DT-ICDT  ICDT
HL-M 358-444 640-736 917-930
H-L-L 34.1-431 597-TL1 885-923  derr,<0
M-H-M 350-434 623-72.5 89.9-934
M-M-H 359-447 654-752 91.7-944
M-M-M 345-434  618-721  89.4-926  derr,<0
M-M-L 357-434  625-71.8 90.8-92.5  derr,s<0
M-L-M*  342-432 60.7-71.9 88.8-922  derr,<0
M-LL*  341-432 606-71.8 89.1-922  derr,<0
L-H-H 347-434  622-72.2  89.8-929
L-H-M 344-433  613-720 89.5-93.
L-M-H 343-434 618-729 89.3-93.1
L-L-H 342-432  61.0-719  892-927  derrysO
ic 433 e w27
control 34.2 60.6

889
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<err’®, > - <err,, >
Exp fc d+3 fc d+5 fc d+7 derr ., A+7 (%)
DT-ICDT DT-ICDT DT-ICDT ICDT
H-L-M -0.3- -04 00- 26 3.0- 146 -3.5 <derr,,,,, <0
H-L-L 04- 04 20- 44 29- 145 -3.5 <derr,,,,, <0
M-H-M 03- 04 1.2- 37 42 - 14.0 '
M-M-H * - 0.8- 04 0.8- 25 6.2- 15.0 derr,,,,,<-3.5
M-M-M 0.6- 0.5 1.4- 40 44 - 14.7 derr,,,<-3.5
M-M-L 0.1- 0.1 1.0- 38 25-14.1 :
M-L-M * 03- 03 1.0- 338 2.7- 15.0 derr,,;,<-3.5
M-L-L 02- 0.2 06- 38 1.2--14.8 derr,p,<-3.5
L-H-H 04- 0.5 1.1- 40 42- 14.6 -3.5 <derr,,,,, <0
L-H-M 0.1- 0.2 04- 38 20- 138
L-M-H 05- 05 09- 34 3.8- 149 derr pm<-3.5
L-L-H 02- 03 03- 4.0 1.6- 14.6 -3.5<derr,,,,,<0
IC 0.1 3.7 - 142
Table 3c.
Exp spr increase (%) <err,> <err’ > - <err,.> (%)
(Table 3a) (Table 3b) (Table 3c)
>H-L-M 10<ds -3.5<derr,,,,<0
H-L-L derr, <0 -3.5<derr,,,, <0
M-H-M 3.5<ds<10
>M-M-H 10<ds derr,,,<-3.5 *
>M-M-M*  3.5<ds<I0 derr,<0. derr,,,<-3.5
M-M-L derr,<0 *
M-L-M derr,.<0* derr,,,<-3.5 *
M-L-L derr <0 derr,,p<-3.5
" >L-H-H 3.5<ds<10 -3.5 <derr,,,,, <0
L-H-M
>L-M-H 3.5<ds<I0 derr,,.,s-3.5
L-L-H derr,;<0 -3.5<derr,,,, <0
Table 3d.

Table 3. List of the average among the 5 case studies of (a) the rms ensemble spread (m), (b) the mean rms error of
the perturbed forecasts (m), (c) the difference between the rms error of the control of configuration IC and
the rms error of the ensemble mean (m), and (d) summary of the results of Tables 3a-c. In each Table, the
best result at each forecast time is in bold, and a * near the configuration identifier marks the ICDT
configuration with the best result at forecast day 7. Results refer to the 500 hPa geopotential hei ght over
the NH exira-tropics.
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Significant differences between the four configurations were detected when two grid-point
measures of ensemble skill were uséd, the percentage of analysis values lying outsidek the
ensemble forecast range (percentage of outliers) and the rms error of the so-called grid-point best |
ensemble member (Buizza and Palmer, 1998). Table 4 shows that, according to these two
measures, the stochastically perturbed ensembles, due to the larger grid-point ensemble s‘pread

induced by the perturbed tendencies, have better skill scores.

Let us now consider precipitation prediction, and comparé ensemble performaﬁces using
probabilistié fneasures as the Ranked Probability Skill S»core (RPSS), the area under a Relativé
Operating Characteristic (ROC) curve and the Brier skill score (Stanski et al, 1989, Buizza and
Hollingsworth, 1998). The comparison of the RPSS (computed using consistency as standard
forecast) for 12-hour precipitation predictions indicate that ensembles run with stochastic forcing
are more skilful than the reference IC configuration (Fig. 9). Indeed, Fig. 9 shows that

predictability increases by almost Z-days in the stochastically perturbéd ensembles.

The positive impact of stochastic Aforcing is confirmed by the aféa under a';R'O'C curve for the
prediction of the events "12-hour accumulated precipitation greater thén 2, le, 20 and 30
mm/day" (Fig. 10). If we consider an area of 0.7 as the limit for an useful prediétion (Buizza and
Hollihgsworth, 1998), Fig. 10d shows that about 18 hours of predictability are gained for the
largest precipitation threshold. A similar although smaller positive impact can be detected in the
Brier skill score for prediction amounts up to 20 mmy/day (at most, predictability increases by

about 12 hours for the 10 mm/day threshold, not shown).

3.3 Synoptic evaluation for 500 hPa geopotential height

In this Section we analyze the structure of the forecast divergence induced by stochastic forcing,
and we compare single forecasts run with and without stochastic forcing. Since differences
between the three stochasticaily perturbed ensembles M-M-M, L-H-H and L.-M-H are small, we

will restrict our attention to configuration M-M-M and to the reference ensemble IC.

Table 5 lists the rms error over Europe (20°W-45°E;30°N-75°N) of the best IC and ICDT M-M-
M ensemble member and of the control forecast, for the 500 hPa geopotential height at forecast

day 7 for the 97.07.31 case. The error of the IC 8th member (Fig. 11a) is smaller than the control
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Configuration ~ fc day+3 fc day +5 fc day +7
~outlier (%) rms (m). outlier (%) rms (m) outlier (%) rms (m)
IC 242 104 215 123 161 136
ICDT M-M-M 175 94 173 112 132 123
ICDT L-H-H 174 94 164 112 118 132
ICDT L-M-H 185 94 173 113 11.8 13.0 -
Table 4.

Table 4. Percentage of analysis values lying outside the ensemble forecast range (outlier) and rms error of the grid-
point best forecast, for the reference ensemble IC and for configurations M-M-M, L-H-H and L-M-H, at
forecast day 3, 5 and 7 for the NH 500 hPa geopotential height.

Configuration rms error (m)
(97.07.31) IC ICDT M-M-M
member n. 41 (best IC) 463 48.7
member n. 8 (best ICDT M-M-M) 51.3 43.4

IC control ‘ 57.4

T213 61.3

Table 5.

Table 5. Root-mean-square error over Europe of ensemble members 8 (best ICDT M-M-M member) and 41 (best
IC member), of the control and the T213L31 hight resolution forecast, for the 97.07.31 case, for the 500

hPa geopotential height day 7 forecast.

236



Buizza, R. ET AL.: STOCHASTIC SIMULATION OF MODEL UNCERTAINTIES...

RPSS
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Fig. 9 Ranked Probability Skill Score for precipitation prediction over the NH extra- tropics for conflguratlons IC (solid),
ICDT M-M-M (dash), ICDT L-H-H (dot) and ICDT L-M-H (chain dash).
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Fig. 10 (a) Area under the average ROC curve for the prediction of the event “12-h accumulated precnpltatlon Iarger than

2mm/12h" for the NH extra-tropics, for configurations IC (solid), ICDT M-M-M (dash), ICDT L-H-H (dot) and ICDT L-

M-H (chain dash). (b): as (a) but for the event "12-h accumulated precipitation larger than 10mm/12h". (c): as (a)

but for the event "12-h accumulated precipitation larger than 20mm/12h"._(d): as (a) but forthe event "2- h accu-
_ mulated precipitation Iarger than 30mm/12h".
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error (Fig. 11c), because its divergence from the control (Fig. 11e) induced by its initial
perturbation brings it closer to the vetifying analysis (Fig.. 11d). Furthefmore, the error of the
ICDT M-M-M 8th member (Fig. 11b) is smaller than that of the equivalent IC 8th member over
England and Russia because the .stoehastic fereingf inereases«the geopotential height in this region

(Fig. 11f).

A more complete picture of the dlfference between the IC and ICDT 8th members at forecast day
7 in terms of temperature is gwen in Fig. 12 for the whole Atlantlc-European reglon and in Fig.
13 for two vertical cross sectlons one from the Labrador Peninsula to Sardinia (Fig. 13a-b), and
one from Newfoundland to the North Cape (Fig. 13c-d). Generally speaking, these figures
confirm that (within the current set-up) initial perturbatlons lead to s1rm1ar scale but larger
forecast divergence than stochast1c for01ng. In some regions, as round Iceland (Fig. 13a-b),
stochastic forcing reinforces the divergence induced by the initial perturbation, while in other
regions, as around (40°W,57°N) (Flg 13a-b), stochastic fercing produces a divergence which is
opposite to the one given by the initial perturbations. Further, there are regions, as in the
Norwegian sea (Fig. 12a-b), where the stochastic forcing is active but initial perturbations have

no effect on forecast divergence.
Considering the average rms ensemble spread, the current formulation stochastic forcing induces
an average divergence in areas where initial conditions have already produced ensemble spread

(not shown).

Similar considerations could have been drawn considering other case studies.

5. CONCLUSIONS

A parametrization of random errors in the representation of diabatic forcing is described. The
parametrization is based on a stochastic perturbatlon to the parametnzed diabatic tendencies
whose amphtude is proportional to the total diabatic tendency In its current formulatlon there

are three basic parameters governing overall amplitude, and spatlo—temporal correlation.

A number of diagnostics have been described and a choice of parameters is made. The primary
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Fig. 12 500 hPa temperature day 7 forecast (a) difference between the 8th member of configuration IC and the control,
and (b) difference at forecast day 7 between the 8th member of configuration ICDT M-M-M and configuration IC, for
the 97.07.31 case. Contour interval 2 degrees.
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application of the scheme is for the European Centre for Mediurh—Range Weather Forecasts - -
Ensemble Prediction System. It is shown how stochastic physics both increases the spread of
the ensemble and improves the relative operating characteristic performance of the ensemble,

particularly in terms of precipitation.

Following these results, further tests have been performed using a more recent version of the
ECMWF model (cycle CY18R6) for one summer and one winter week. These new experiments
have been "performed with a check introduced to avoid super-saturation. For any grid point at
any time step, if the updated specific humidity after stochastic forcing is greater than the
saturation value, the temperature and specific humidity tendencies are not perturbed. The impact
of this check is a small reduction of the overall divergence induced by stochastic forcing. Asa
consequence, to achieve a performance similar to the M-M-M results documented in this paper,
the spatlo—temporal correlation of the stochastlc perturbation has been increased. These new two-
week experlments have confirmed the results of this paper, and it has been proposed to
implement the stochastic scheme in the operational ECMWEF EPS with amplitude randomly
selected between 0.5 and 1.5, with the same random number used for all grid points inside a
10°x10° box updated every 6 hours. This "tuning" process indicates that the parameters in this
stochastic scheme are only poorly known. Comparison with either observations or cloud-

resolving models is required to determine these parameters with mode confidence.

It is possible that this parametrization will be useful for longer-timescale ensemble predictions,

e.g. on the seasonal or climate timescale.
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