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Spread of the ensemble of data assimilation in radianceespac cECMWF

Abstract

This memorandum evaluates the spread of the EDA in radigramesagainst observation departures,
with the aim to validate the use of the EDA spread as an esiofaihe expected size of the back-
ground errors for use in the analysis quality control decisi The investigated approach replaces
similar estimates previously derived with a randomisatizathod.

It is found that the EDA spread shows good skill in identifyiregions of larger observation de-
partures, but it appears to be under-dispersive espeaiaihe extra-tropics. Some inflation of the
EDA spread in radiance space is hence required to accoutttiforAfter this calibration step, the

EDA-based background error estimates and observationrtdepastatistics show very consistent
characteristics. The temporal evolution of the EDA spreaer the subsequent assimilation win-
dow has also been investigated, with indications that th& Epread does not grow as quickly as
observation departures do.

The use of the EDA-based background error estimates in E@kattecisions has been investigated
in assimilation experiments. Together with a re-tuninghef EG-check limit, the approach allows
the use of more observations that were previously rejected.

1 Introduction

The prime deterministic assimilation system used at ECMWF has recently movedtoic 4dimen-
sional variational data assimilation (4DVAR) approach (Isaksen et 4D,2Bonavita et al. 2012). An
Ensemble of Data Assimilations (EDA) is used to estimate situation-dependentsspthe background
error, and these are subsequently used in a standard higher-resdDtidR. The EDA currently con-
sists of a 10-member ensemble run at lower spatial resolution than thenafeassimilation system,
and for each member different perturbations are added to the obsasyatia surface temperatures, and
aspects of the forecast model. The variances resulting from the spirélael EDA are used in the de-
terministic high-resolution 4DVAR to provide “background errors of thg’dadding a flow-dependent
component to the background error specification. Flow-dependemi&ibons for the background error
are planned for a future upgrade, but currently the error correlatiom still static, specified on the ba-
sis of long-term statistics derived from an EDA. For the flow-dependamances, a calibration step is
included, that ensures that the estimates based on the EDA spread sistectiiwith typical short-term
forecast errors as measured by comparing forecasts with analyseavita et al. 2012). In addition,
spatial filtering is performed to address sampling noise arising from thefuskatively few members.

In this memo, the EDA is used to directly estimate background errors in radsgps, for use in

quality control decisions for radiance assimilation. Knowledge of backgtcerrors in observation
space is useful in the so-called First Guess (FG)-check which rejpst@tions that deviate further
than expected from the FG, with rejection limits normally based on observationard background

error characteristics. The estimate of the background error investigateds based directly on the EDA
spread in radiance space, and replaces an estimate calculated on the# basisdomisation approach
(Fisher and Courtier 1995). The background error estimates fromatidomisation field are further
described in appendi&, and they will be referred to as “EF” fields.

There are several motivations for replacing the current estimate of tkegitmauind error in radiance space
with a more direct estimate derived from the EDA spread: firstly, the cusgmeme uses a 500 hPa
error growth model to model error growth for all radiances, includingéharimarily sensitive to water
vapour, and this is considered unsatisfactory. Secondly, the randmmisaethod requires that more
iterations are performed during the first minimisation than would be necessachieve convergence,
adding to the computational cost of the analysis. The only use of the rarat@nisnethod is now for
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the estimation of background errors in radiance space, so an altercetiwéation of background errors
in radiance space allows significant savings in computational cost dutingeecritical component of
the assimilation system. For observations of conventional geophysidables, the estimate for the
background error used in the FG-check has already been switchechtibbated version of the EDA-
spread.

A further motivation for basing a background error estimate for radedaectly on the EDA spread
is that it allows further observation-based diagnostics on the reliability oE# spread for estimat-
ing background errors (e.g., Flowerdew and Bowler 2011). EstimatédsedEDA spread in radiance
space can be compared with the size of observation departures, arel Usad to evaluate the per-
formance of the EDA. This is particularly beneficial given the global cage of polar satellite data.
Currently, the calibration and validation of the EDA is done primarily againalyais-based estimates
of the background error, but at the lead-times considered, analysisan add a sizeable uncertainty to
these statistics. Although diagnostics are not the primary focus of the weskmted here, they are an
insightful side-product.

The structure of this memo is as follows: first we introduce the calculation dEB¥e spread in radi-
ance space used in the investigated approach and provide an initialtewalidext we discuss spatial
filtering introduced to account for sampling noise, and present the agipto calibrate the EDA spread
using observation departures. We then present results from usin@thetead in radiance space for
quality control decisions, followed by an evaluation of the evolution of thA& Epread over the 12-hour
assimilation window. Our conclusions are summarised in the last section. Téwigated approach is
applied to ATOVS and closely related data. Although the discussion primadlsés on AMSU-A and
MHS instruments, the results also apply to HIRS channels sounding in simitargbdne atmosphere.

2 EDA radiance spread

2.1 Calculation

The EDA radiance spread used in this memo is calculated in grid-point semelirect radiance cal-
culations performed with RTTOV for all members of the EDA. It is calculatethasstandard deviation
of the radiance fields at the beginning of the subsequent assimilation wiaddvgtored as “ES” type
GRIB field in MARS. In theory, it would be possible to calculate the radiapcead for each observa-
tion in the subsequent assimilation window separately, based on all the EDAarsearid taking fully
into account the viewing geometry and instrument differences betwedlitsateHowever, this would
be computationally relatively costly and is therefore not chosen hereose, such calculations are
performed as part of the EDA during the assimilation over the subseqsasiniikation window. But
these results are not yet available when the background error estimedelsaince space are needed for
the FG-check in the deterministic 4DVAR system.

The EDA radiance spread is currently calculated for AMSU-A, MHS, HIRIS, and the scheme could
be extended to other sensors. The radiance calculations in grid-pag# ape performed for all channels
of one selected satellite only at one selected zenith angle. As outlined indippesimilar choices have
been made for the EF-field which is also computed in grid point space andsdsoccomputations on
single instruments of selected satellites, and nadir viewing conditions.

The influence of restricting the calculations to one satellite per instrument amtktohoice of zenith
angle is relatively small for the considered instruments. For AMSU-A and&MHhk differences between
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the pass-band characteristics of instruments on different satellites alleasihaisually neglected in
radiative transfer calculations. For HIRS, the differences in respamsction between instruments on
different satellites are usually considered significant, but the influeinttese differences on the spread
calculations is nevertheless relatively small10 %, except for HIRS channel 15, where they can reach
35 %). The choice of a single zenith angle means that variations in the weidintictipns arising from
different viewing geometries of these cross-track scanning instrumeaisoa taken into account. In
contrast to the old scheme, we use a zenith angle 6fdt%ll cross-track scanning instruments, more in
line with a mean zenith angle for these instruments than the nadir choice of theheltis. Differences
between EDA spread calculations for this choice of zenith angle and ficatygxtreme zenith angles (0
and 45°) are mostly below 15 %, except for surface-sensitive channels vihermdifferences can reach
30 %. All these differences are considered small compared to the untieganherent in the estimation
of flow-dependent background errors.

The treatment of errors in the surface emission is conceptually significaiffeyett in the radiance
spread calculations from the approach used for the EF-fields. Thelwddne uses random perturbations
for the skin temperature and emissivity in addition to the perturbations drammtfre background error
covariance, with the size of these perturbations determined by preseritoes that differ over sea, land,
and sea-ice. In contrast, for the EDA spread calculations, perturbkatidghe skin temperature are taken
from the EDA (ie they are consistent with the sea surface temperaturelzioms applied in the EDA)
and no explicit error due to the surface emissivity specification is addeet. $8a, the emissivity errors
will therefore be limited to those given by the spread of the EDA for the visathat are input to
the surface emissivity model, whereas over land, pre-scribed typicasigityis/alues are used, and no
variation of emissivity is included between EDA members. This choice is motitgtéde fact that we
are aiming to estimate background errors, whereas errors due to thevagnimsidelling are considered
radiative transfer errors and should therefore not be included. iFlisnarked conceptual difference
to the old scheme, and leads to very different estimates of “backgrowos’efor surface-sensitive
channels over land and sea-ice.

Consistent with EDA spread calculations for other geophysical variathlesadiance spread is derived
on a N80 reduced Gaussian grid at T159 resolution for an EDA with a Wg#fe| resolution. The EDA
radiance spread could be calculated at any position in time over the sebsegsimilation window, to
take into account the temporal evolution of the EDA spread. However, initiaglyvill consider only
calculations valid at the start of the subsequent assimilation window. Thiassstent with the treatment
of background error estimates already provided from the EDA forrehtens of other geophysical
variables for quality control purposes, and also consistent with the blehse for satellite radiances.
The main reason for this restriction is to save computational cost and to limit thberwof fields that
need to be archived. We will consider aspects of the temporal evolutitimedEDA spread over the
subsequent assimilation window in the section

Examples of the EDA radiance spread are shown inEighey highlight the situation-dependence of the
EDA spread, with a considerable dynamic range. For instance, an érelarger spread is apparent for
the tropospheric channels in the region of the low-pressure systemafdhnBering Strait, indicating
larger uncertainty in the positioning of this system. Channel 5 of AMSU-Asth@ws larger spread over
regions of high terrain (e.g., the Himalaya), reflecting the larger surigoerdience and skin-temperature
errors in these regions. Also notable is that there are large areasifdr thie EDA spread is very low,
with values less than 0.04 K for the AMSU-A channels, much smaller than thenmsiit noise for these
channels.
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Figure 1: Examples of the EDA radiance spread [K] for selécthannels valid on 15 February 2012 at 9 Z.
Shading indicates the radiance spread, whereas blue cosfmovide another field for orientation. The selected
channels are: a) AMSU-A channels 5 with 700 hPa geopoteijadMSU-A channel 8 with 200 hPa geopotential,
¢) AMSU-A channel 12 with 10 hPa geopotential, d) MHS chaBpelith the mean sea level pressure.

2.2 Initial evaluation of radiance spread

We will now evaluate the EDA radiance spread through a comparison widineass of background de-
partures. If the EDA correctly identifies regions of larger uncertainty enttackground fields through
increased spread, these regions should also show increased esradrieG-departures. Similar eval-
uations are routinely done as part of the calibration step when flow-depebackground errors are
estimated from the EDA. There, EDA spread is evaluated against foreatass as estimated from dif-
ferences between forecasts and analyses. In this step, the anatyseat®d as truth, and analysis errors
and their correlations with background errors are neglected. Whéormeng the evaluation against ob-
servations in radiance space, neglecting observation errors is rsibjgogas their contribution dominates
the standard deviation of the FG-departures.

Provided the background and observation errors are uncorrethgedariances of FG-departures for a
single channel follow the usual relationship

< (y—Hx)?>>= HBH' + 03 (1)

wherey and op are the observation and its observation errognd B the background and its error
covarianceH the observation operator, ard. > the expectation operator. Note that inter-channel or
spatial error correlations are not considered here. If the true bawikd error is highly correlated with
the EDA varianc&/argpa and the EDA variance is not correlated to the observation error, we have

<(y— HX)2 >~ b Vaepa+ O'cz) (2)
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a) AMSU-A, channel 6 b) AMSU-A, channel 8
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Figure 2: a) Variance of FG-departures for AMSU-A channelr6METOP-A as a function of the EDA variance
for February 2012. The statistics are based on data over sebadter cloud screening and geographical quality
control, but before the FG check. They are separated inteettaonal bands: 90S-30S (black), 30S-30N (red),
and 30N-90N (green). Also shown is the population of eachabimertical bars (right y-axis; these use lighter
versions of the colours for the three zonal regions); evénycbntains at least 3000 observations. In addition, for
orientation, a line with the slope 1 is also displayed (greglied). b) As a), but for channel 8 over land and sea,
¢) As b), but for channel 12, and d) As b), but for MHS channel 3.

Here,b represents a simple scaling factor that ensuresHBM T ~ b Vargpy, ie we assume that the
true background error is proportional to the EDA variance. More coxmglationships between the true
background error and the EDA variance are possible, but here mgdaw only this simple relationship.

We examine the above relationship using FG-departures taken from endestic 4DVAR experiment
that uses the background error variances derived from an ED#éospecification of the background
error. For each observation, we extract the corresponding ED&adpas calculated above. We then
bin the observations by EDA spread, and calculate standard deviati®iia-départures, after bias cor-
rection. Bias correction is done using variational bias correction (VarBEdescribed in Dee (2004).
We consider only observations after cloud screening and geograpjuiality control, but before the
FG-check.

The ensemble spread in radiance space shows good skill in identifyiag \&ith larger standard devia-
tions of FG-departures for almost all channels considered herdds@estance, Fig2). The relationship
is fairly linear, as suggested by equat&nHowever, the slope of the relationship is larger than one for
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many channels and regions, ie the increase in the size of the backgrepadittes is larger than would
be suggested by the EDA spread. As mentioned earlier, we assume thadAhepEead and the ob-
servation error are uncorrelated, and the statistics therefore suggsdtse ensemble variance appears
to underestimate the true background error variance in many areas. afiafibof the EDA spread is
therefore considered necessary to provide estimates of backgroonslia radiances space, analogous
to what is done for the control vector background errors used in EEdWybrid 4DVAR system.

It is worth mentioning here that the assumption that the EDA spread and thebseevation error are

uncorrelated may not always be strictly valid. The observation errordesithe error of representative-
ness and quality control error. It is possible that both of these may bela@imd with the EDA spread, as
the EDA spread tends to be larger in areas of active wether systems, gutadity control and representa-
tiveness errors may also be larger. While it is less likely that this is an isstieeftemperature-sounding
provided by AMSU-A, it is more difficult to exclude this possibility for humiditgesxding channels of

MHS. If such error correlations are present, they would lead to anrestenation of the required scaling.

3 Spatial filtering and calibration of radiance spread

In the hybrid 4DVAR system currently used operationally at ECMWEF, thé Epread for the control
variables is spatially filtered and calibrated before it is passed to the detaroéid/AR to provide
flow-dependent estimates of the background error variances (Baméal. 2012). In the following, we
describe the analogous steps for the radiance calculations.

3.1 Filtering of sampling noise

The spatial filtering applied to the ensemble spread in radiance space ainthite sampling noise
which can be significant given the small number of ensemble members usedEDHh The method
used is the same as that used for all other geophysical variables. $tid ba the wavenumber-dependent
signal correlation, as described in detail in Bonavita et al. (2012). Téeiglto retain the signal from
those wavenumbers for which results from different sub-ensembleslage ensemble show strong
correlation as the signal dominates, whereas to filter out the contributionvilmsenumbers with low
correlation, as here the sampling noise dominates. The filter retains bepadial features and dampens
small-scale detail associated with high wavenumbers. 3gpows the filtered versions of the radiance
spread examples shown in Fiy. The filter tends to retain more spatial detail for humidity-sensitive
radiances (e.g., Fi®d showing MHS channel 3), whereas smaller scales are filtered out magtyh
for stratospheric temperature sounding channels (e.g.3€ghowing AMSU-A channel 12).

3.2 Method for the spread calibration

The calibration of the radiance spread is done directly in observatioe spabe basis of FG-departures,
using the spread-skill relationships illustrated in the previous section. dlineation consists of a simple
scaling of the EDA-spread, with the scaling factor derived by fitting a lineadel to the FG-departure
variance/EDA variance relationship. This is done for each AMSU-A, Mat&l HIRS channel assimi-
lated in the system. We use a fit weighted by the number of observations ibieeaid allow different
intercepts for different satellites, but a single channel-dependelmgdactor that applies to all satel-
lites. As can be seen from equati®rthe intercept plays the role of, and this can differ from satellite
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to satellite due to differences in the instrument noise. In contrast, the soadjnged for the EDA spread
is expected to be independent of the satellite.

Different fits are calculated and applied for three zonal bands (9&5-3S-30N, 30N-90N), similar to
what is done in the current calibration of the EDA spread for the cong&ctior background errors (e.g.,
Bonavita et al. 2012). Such geographical separation was motivatea iytting that different scaling
appears justified for different regions, as seen in BigFor instance, statistics for AMSU-A channel
8 suggest that more scaling is required for the extra-tropics than thedrapiereas for channel 12
stronger scaling seems to be required for the Northern Hemisphereatwerafy 2012. The geographical
dependence of the scaling indicates that the EDA spread may repres&gtdund errors differently in
different areas, reflecting the observational coverage or the realibra perturbations added to represent
model error. During the experimentation, other geographical sepasatiere considered (e.g., land/sea
separation), but the chosen simple zonal separation showed overaibgtalistinct signatures in the
required scaling over all channels.

The temporal evolution of the calibration is taken into account by calculatingdhkng factors for
each analysis cycle from observations used over the last 5 days. Hisiliar to what is done for the
calibration of the assumed background errors.

The scaled and spatially filtered ensemble spread in radiance space latedl¢or each analysis cycle
of the EDA and stored as field with type SES in MARS. Note that in the calibratégnanly an inflation
of the ensemble spread is allowed (not a deflation), and a further infldtibi3 as applied globally for
all channels. Both of these aspects are designed to avoid an underestiofdtie background error in
radiance space. In addition, we limit the scaling factor to be below 3 to aveeksive scaling of the
EDA spread.

Figure 3: As Fig.1, but for the spatially filtered versions of the EDA radiangeesad [K], showing AMSU-A
channels 5 (a), 8 (b), and 12 (c), and MHS channel 3 (d).
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Table 1: Fitting statistics for NOAA-18, NOAA-19, and METBRAMSU-A and MHS for the Southern Hemisphere
(30S-90S), derived over February 2012. We show the squateofdhe intercept [K] (playing the role afip in
equation2). For comparison, we also list g estimate based on the Desroziers diagnostic [K] and esémat
the instrument noise (NedT, K) from the direct instrumemtitooing.

NOAA-18 NOAA-19 METOP-A \
Channel| Inter- | Des- | NedT || Inter- | Des- | NedT | Inter- | Des- | NedT
cept® | roziers cept® | roziers cept® | roziers
AMSU-A

5 0.21 |0.18 | 0.19 0.19 |0.16 | 0.17 0.21 |0.18 | 0.16
6 0.15 |0.14 |0.14 0.15 | 0.13 |0.14 0.15 |0.14 |0.12
7 0.18 |0.17 | 0.17 0.24 (024 |0.24 n/a n/a n/a

8 0.21 | 0.20 |0.23 n/a n/a 0.78 0.19 |0.18 |0.16
9 0.18 |0.16 | 0.16 0.18 |0.16 | 0.16 0.18 |0.17 | 0.16

10 0.22 0.20 | 0.19 0.22 | 0.20 |0.20 0.22 |0.21 |0.19
11 0.24 |0.23 |0.21 0.24 | 0.22 0.20 0.27 | 0.25 |0.23
12 0.34 | 0.32 0.30 0.35 | 0.34 |0.30 0.38 | 0.36 |0.30
13 0.48 | 0.47 0.39 0.49 | 0.47 0.39 053 | 051 |0.40
14 0.80 | 0.88 | 0.62 0.82 | 0.80 |0.62 0.87 | 0.86 | 0.66
MHS
3 1.57 1.38 0.65 n/a n/a n/a 1.44 1.24 0.55
4 1.33 1.23 | 0.50 1.32 1.24 | 0.55 1.25 1,12 | 0.45
5 1.20 1.13 | 045 1.16 1.11 | 0.30 1.16 1.08 | 0.45

3.3 Analysis of the calibration fit

The above calibration method has been applied to analysis experimentsnetffor the period 1
January - 31 March 2012 and 1 June - 31 August 2012. The expdsms® a spatial resolution of T511
and a 12-hour window 4DVAR with three inner loop incremental analysisigsdat T95/T159/T255
resolution. They include all observations assimilated operationally at the tiemeddy forecasts were
run for each 00 UTC assimilation cycle.

3.3.1 Intercept

Following equatior2, the square root of the intercept of the fitted linear model can be intedpaste
an estimate obbp. Note, however, that this interpretation hinges of course on the assusptiade
in the derivation, especially that the true background error variancigligyhcorrelated with the EDA
variance and that the relationship is approximately linear. If this is not tleg sisctures in the standard
deviations of FG-departures that are due to background error vasatiot do not map onto the EDA-
spread will lead to an intercept that is larger than that given by true \wdtsmn errors.

The square root of the intercept compares relatively well with othereasen error estimates (Tabig.
One estimate provided here is the Desroziers diagnostic (e.g., DesrazER965, Bormann and Bauer
2010) derived from FG and analysis departures from an active astsimitsf the data, and another es-
timate is the instrument noise from the routine monitoring of the instrument’s telememANFSU-A,

the three estimates are very consistent. For MHS gthestimate based on the intercept is larger than
the Desroziers estimate which again is much larger than the instrument nogskatténis likely a result

of other errors such as errors of representativeness or fomade! errors which contribute to the obser-
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vation error estimates for the humidity sounding channels. The larger iptericethe EDA calibration
may be a result of background error contributions that do not map ontstihetures represented by
the EDA spread fields. The neglected temporal evolution of the backgrewar over the assimilation
window is partly responsible for this.

The finding that the fitted intercepts are nevertheless overall consistardlternative observation error
estimates gives further confidence in the chosen approach.

3.3.2 Scaling factor

The scaling factors for all AMSU-A channels can be seen indagFor the month considered, they show
that the EDA appears to be under-dispersive for upper tropospieenjgerature over the extra-tropics,
whereas the spread appears more consistent with departure statistitrsedvepics.

The scaling factors derived for AMSU-A have also been comparedaiingcfactors derived from ra-
diosonde temperature observations, or from an analysis-based estfralateteterm forecast error. The
radiosonde statistics have been derived in the same way as those for-AlVi}{dept that the ensemble
spread has been calculated directly, based on the temperature spraadelrevels. For the analysis-
based estimation of short-term forecast error, we computed diffesevetgveen short-term forecasts
and the operational analysis on a N80 reduced Gaussian grid, andcaggiared these to the ensem-
ble spread. This comparison is similar to the one chosen in the operationaatatitof the EDA. A
selection of the resulting spread-skill statistics is shown in Eig,

The slopes of the spread-skill relationships and hence the scalingsfattggested from the AMSU-
A statistics are rather different from the radiosonde ones. The scalggested by the radiosondes is
typically 2-3 times larger than that suggested by the AMSU-A statistics, evelgltheome qualitative
agreements exist, such as stronger scaling for the Northern Hemispltierérepics for upper tropo-
spheric and stratospheric channels/levels for both observation tyifég.(da and b) for this period.

The reasons for the different scaling is likely due to the different sspr&tiveness in the vertical and
the horizontal of the two types of observations. AMSU-A measures tefyperaver broad weighting
functions, whereas the radiosondes measure single-level valuesin®@r@etation is that the results
suggest that the EDA represents differently perturbations associ@tedweh different vertical scales.
The EDA spread appears to be better able to capture errors on bnti@dMayers (and the associated
broad horizontal lengthscales) as seen by radiances, whereas ecabng $s required for finer-scale
structures. This may be a result of the small number of ensemble members tisedEDA, meaning
that structures with fine vertical scales are poorly represented and a@thiny sampling noise, similar
to what is observed spatially for higher wavenumbers in spectral sgage Bonavita et al. 2012).
An alternative interpretation is that the true observation error for radde®is not constant over the
considered ensemble spread range. For instance, the spatial négtieseess errors for radiosonde data
may be larger in active areas for which the ensemble spread also tend$atgdre This would mean
some of the increase in the variances of FG-departures with ensembleceaisadue to an increase of
the representativeness error, and the relationships shown i Wwimyld hence overestimate the required
scaling. Lastly, there is also a sampling difference: while the AMSU-A daieaighes global sampling
(excluding strongly-cloud affected areas for the tropospheric @iaprthe radiosonde data is mainly
concentrated over land.

The comparison to the analysis-based evaluation and calibration is evewliffioud, as it crucially de-
pends on the assumptions made about analysis errors. In the operadiliimvation of the EDA spread,
the analysis is treated as the truth and analysis errors are neglected.g $actions are calculated by
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Figure 4: Intercomparison of scaling factors for the EDA epd derived in different ways for February 2012.

a) Scaling factors derived from AMSU-A data as describecha main text. b) As a), but using radiosonde
temperature observations. c) Scaling factors derived feoralysis-based spread-skill relationships as shown in
Fig. 2, adopting the same approach as applied to the observatamedbscaling. d) Mean scaling factors calculated
in the way adopted for the calibration of the EDA spread fawmed background errors.

splitting the ensemble variance into 10 equally sized bins, and 10 differalmgdactors are calcu-
lated from the ratio between the perceived FG error and the ensembéal $preeach bin (Bonavita et
al. 2012). As can be seen from Fig-f this will result in large scaling factors for small variances, and
progressively smaller scaling factors for larger variances. Thisdpdependence of the scaling factors
makes it impossible to directly compare the operationally-derived scaling$aeith the scaling factors
presented here for AMSU-A or radiosondes. Nevertheless ddighows the mean scaling factors ac-
tually applied in the EDA calibration of the temperature field, and these are mestigén the scaling
factors derived for AMSU-A and the radiosondesdowever, bearing in mind the dependence of the

INote that this comparison is based on the so-called “SES” fields only,erai®ration aims to harmonise the geographical
distribution of the assumed background errors and to approximatelyitiegic statistical distribution with that of the perceived
analysis errors. It should be borne in mind, however, that the globedlisaged magnitude of the assumed background errors
is not determined by the “SES” fields, but by the full backround eromadance matrix used (JB) in the 4DVar assimilation
together with the “REDNMC” factor.

10 Technical Memorandum No. 708



Spread of the ensemble of data assimilation in radianceespac cECMWF

a) Radiosonde T 310-490 hPa b) Radiosonde T 125-200 hPa ¢) Radiosonde T 8-13 hPa
- 35

49 — Lat=-90--30
— Lat=-30-30
— Lat=30-90

— Llat=-90--30
—— Lat=-30-30
— Lat=30-90

— Llat=-90--30 - 25
- 20 —— Lat=-30-30
—— Lat=30-90

- 30
15 4

- 25

- 20

1.0 .

Variance(FG departure)
Variance(FG departure)

- 10

[000T] SuoneAIasqo Jo JaquInN

[000T] SuoneAIasqo jo JaquinN
Variance(FG departure)

[000T] SuoneAIaSqO JO JaqUINN

000 005 010 015 020 025 030 0.0 0.1 0.2 03 0.4 00 01 02 03 04 05 06
Ensemble variance [K*2] Ensemble variance [K*2] Ensemble variance [K*2]
d) Analysis T ML 90 (~400 hPa) e) Analysis T ML 69 (~155 hPa) f) Analysis T ML 30 (11 hPa)
I 300 - 4 -
—| Lat=-90--30 —— Llat=-90--30 20 12 4 — Lat=-90--30 8
—| Lat=-30-30 - — Lat=-30-30 — Lat=-30-30
04 4 — Lat=30-90 |- 250 06 4 —— Lat=30-90 ~— Lat=30-90

- 200
- 60
0.3 - - 200
- 150

- 150 & - 40

0.2 + L 100

Variance(FG departure)

- 100

[000T] S1uI0dpUB Jo JaquINN
Variance(FG departure)
[000T] S)utodpub jo JequinN
Variance(FG departure)
[000T] swuodpub jo saquinN

- 20

0.1 4 - 50

T
@
=)

0.0 1= 0 00 = 0 00 = 0
T T T T T T T T T T T T T T T T
0.0 01 0.2 03 04 00 01 02 03 04 05 08 0.0 05 10 15

Ensemble variance [K"2] Ensemble variance [K”2] Ensemble variance [K"2]

Figure 5: Spread-skill relationships as in Fig@, but using radiosonde temperatures (a-c) and analyse$ fal-f
evaluation. For the latter, the FG error variances have bealtulated from differences between the 12-hour fore-
casts and a high-resolution analysis on a reduced Gaussi@hag T159 resolution. The three columns evaluate
the EDA spread in different parts of the atmosphere, chosavincide with the AMSU-A channels selected in
Fig. 2a-c for comparison purposes. Panels a-c are based on siegkd-radiosonde data over the layer indicated
in the titles, whereas panels d-f use forecast minus arstifferences on model levels 90, 69, and 30, roughly at
the centre of the radiosonde layers.

scaling on the ensemble spread itself, we stress that this comparison isynotea@ningful. Alterna-
tively, we can also calculate scaling factors in exactly the same way as fob#esvations, that is we
allow for an analysis error (which replaces in equatior?) that is constant with the ensemble variance.
The assumption that the analysis error is constant with the ensemble vasdikety to be untrue, just
as the earlier assumption that the analysis error is zero. Neverthelegsthis approach gives scaling
factors shown in Figdc. These factors are much smaller than the mean applied scaling factoevgand
smaller than the AMSU-A ones. The finding that these scaling factors asenab likely reflects the
presence of correlations between errors in the short-term forauhsta verifying analysis used here. If
neglected, as done in our approach, such correlations would act¢oestichate the required scalifg.

The above analysis shows that there are further insights to gain whieativg the ensemble spread with
observations. The scale-dependence of the scaling appears wastigating further, as are methods
that further reduce the reliance on neglecting analysis errors in the atadiorstep for the assumed
background error variances.

The above analysis has also highlighted an important further aspectlitiratian of the EDA radiance
spread as presented here is completely decoupled from the calibratienED#spread used to specify
the background error in the assimilation: the derived scaling factorseagpuite different. On the one

2We found this aspect especially severe when the experiments’ owrsanislyised as “truth” rather than the operational
analysis; this choice leads to even smaller estimates for the scaling factors.
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Figure 6: Time-series of the zonal scaling factokgh) for AMSU-A channel 12 for January-March and June-
August 2012. The scaling factors have been calculated floserwations covering 5 days, and they are plotted
here at the end of each 5-day interval.

hand, this has the advantage that the calibration provides an indepasdeasment of the performance
of the EDA, which is useful for diagnostic purposes, as already higieltbhAbove. On the other hand, it
means that the resulting estimates of the background errors in radiatesagspanot necessarily consis-
tent with the assumed background errors used in the assimilation. In partibelealibration in radiance
space may give quite different results if the correlation between the takgimaund errors and the EDA
variance is poor, or if the EDA spread is correlated with the observatianserThe fact that the cali-
bration is decoupled from that used for the calibration of the assumedjfwacid errors is an important
caveat to bear in mind with the reformulation of the background error estimedéignce space. As our
primary interest here is to use the background error estimate for qualityoton diagnostic purposes
this caveat is not considered a fundamental drawback.

3.3.3 Temporal evolution

There is considerable temporal evolution of the calibration. While the interteqd to be fairly constant
(consistent with the interpretation as estimates of observation error,awh}ithe scaling factors show
variations on seasonal time-scales as well as on time-scales of a fewltigg/s particularly evident for
the stratospheric temperature sounding channels. For instance, Eghoes how AMSU-A channel 12
requires larger scaling factors for the Southern Hemisphere in July$dwgmpared to January-March
2012. This relates to larger uncertainty around the polar vortex assbeiite gravity wave activity;
this uncertainty is represented in the EDA spread, but the observatiggesiuhat it is underestimated.
Also, there is a striking episode with particularly large scaling factors foNtirthern Hemisphere extra-
tropics in January 2012, lasting a few days. This is associated with a S&ddgaspheric Warming
(SSW) event, again under-represented in the EDA-spread. The lad¢tet will be described in more
detail in sectior4.3. Also worth pointing out are periods for which the scaling factors dropeto z
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(e.g., around 25 June 2012, Fi§). This tends to occur when the spread-skill relationships are fairly
flat, which is most often a result of low background error contributionsah&aoverall small compared

to the instrument noise of the channel in question. It can also indicate acpoetation between the
background errors and the ensemble spread.

3.4 Comparison between SES and EF fields

A comparison between the new SES and the EF field from the randomisatioatialecs shows that the
two estimates for background errors in radiance space are ratheedifféAn example is provided in
Fig. 7 for selected AMSU-A and MHS channels, and a number of points are immiycigiearent:

e For surface-sensitive channels, the most notable feature is the |lafgreife between the two
background error estimates over land (e.g, for AMSU-A channelé&fFsg 7a and b). This is a
result of the different approaches to treating surface emission ga®idiscussed in sectidhl
The two fields should therefore not be compared over land and sea-ice.

e The SES field tends to show a larger dynamic range of the backgrowrdestimates, with areas
of smaller as well as larger values than in the EF fields.

e Although there are some common features between the two fields (e.g., fadAMBannel 8 the
larger uncertainty south of the Bering Strait), the geographical variagi@sostly very different,
particularly for the MHS channels (cf Figurég and h).

The very clear differences may seem surprising, given that the EFdiblaised on the assumed back-
ground error which in turn has a flow-dependent component defivedthe EDA spread. However, a
number of aspects contribute to this. Firstly, the SES fields take the tempohatien of the background
error better into account, as the ensemble uses the atmospheric modeluoeptioel spread field valid
at the beginning of the next assimilation window. In contrast, the error gonlin the EF field is based
on a static error growth model which will, for instance, be unable to handlprtEagation of weather
systems and the associated error evolution. Also, although the assunkgdooecl errors are based on
the EDA, their representation is subject to the modelling of the backgrowad such as the treatment
of correlations, the formulation of control variables and their treatmenbefflependency. The latter
aspect has changed considerably in recent cycles, with the introdeétitmwv-dependent components
for variables other than vorticity.

The EF and SES fields have been evaluated by examining spread-skibiretdps for observation depar-
tures. For our purposes of using the field in FG-check decisions, theaspétt is that the background
error estimate correctly identifies areas for which the departures asg,lagga result of larger errors in
the background.

The ability of the SES field to identify areas of larger background errorbeacompared to a similar
analysis for the EF field (compare left and right columns in Fig8raad9). For tropospheric temper-
ature sounding channels, both schemes perform relatively well, altitbaegtalibration is better for the
SES field, leading to slopes in the spread-skill relationships that are ¢tpn&erThis is to be expected,
since the calibration scheme has been designed to achieve exactly thise Btiatospheric tempera-
ture sounding channels, the spread-skill relationship again suggestsl zglibration for the SES field,
whereas the EF field tends to under-estimate areas with larger backgtepadures (e.g., Fige, f).
For humidity channels, the spread-skill relationship suggests rather littlédakiie EF field to identify
areas of larger departures, whereas the SES field shows a vercaglitmation, and in particular good
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Figure 7: Examples of calibrated and filtered EDA spread 8glleft), in comparison to the equivalent EF fields
(right) for 15 February 2012, 9 UTC, for AMSU-A channels %§a8 (c,d), and 12 (e,f), and MHS channel 3 (g,h).

skill in identifying the regions with the largest FG-departures as a resu#irgér background errors
(Fig. 9). The better results for the SES field for the humidity sounding channelgalgto be related
to the larger temporal variability of humidity which is better handled in the SES fields
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Figure 9: As in Fig.8, but for MHS channel 3, with data over sea only.
4 Quality control with the scaled EDA radiance spread

We will now use the estimates of the background errors from the EDA 8(§&£S fields) together with
observation errors to identify observations that deviate unexpectedipifathe background. This is pri-
marily done to eliminate gross outliers in the observations, and it is usuallyedfer as the FG-check.
In the FG-check, the expected standard deviation of FG-departurstinseed from assigned observa-
tion and background errors, and if the absolute value of the FG-depa&taeeds a certain multiple of
this the observation is rejected. That is, observations are rejected if

ly—Hx| > 1\/(05+ 0d) (3)

with the rejection limit. These rejection limits are usually chosen on the basis of departure distiutio
with the aim to reject observations whose departures are outliers fronussi@a distribution. As part
of the present revision, the rejection limithave also been reviewed.

4.1 Revision of rejection limits

The FG-check limits have been revised on the basis of departure histogsatisplayed in FiglO. For
AMSU-A, the distributions are fairly Gaussian, with relatively few clear otgliespecially for channels
8-14. For the tropospheric channels, the distribution shows a staneatidn that is relatively close
to that suggested by the assigned observation errors and estimatedobackgrrors, albeit somewhat
smaller (as can be seen by comparing the thick grey and black lines ih@rigdased on these statistics,
the FG-check limit has been relaxed to 3.5 for all AMSU-A channels, compared to the peclmice
of 2.5. Note that this translates to values of approximately 4-5 times the actndbasfadeviations
of the FG-departure distributions. The humidity channels of MHS and HIRSvsa less Gaussian
distribution, possibly a result of remaining shortcomings in the estimates of tdggagehical variation of
the background error. Nevertheless, the limits were relaxed-t8 for MHS channels 3 and 4 and HIRS
channel 11 and 12. For other HIRS channels, the assumed (diagbeat)ation errors are rather high,
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Figure 10: Examples of transformed departure histogranrsAdSU-A channel 5 (left), AMSU-A channel 8
(middle) and MHS channel 3 (right). The histograms are digptl in terms of departures normalised by the
expected departure standard deviation (derived from olzém errors and the new estimates for the background
error). Black thick lines show the histograms, thin blaclel indicate a Gaussian distribution, fitted at the centre of
the actual distribution, and thick grey lines show a Gaussiath a standard deviation of one. The histograms are
based on all data after geophysical quality control for Fedry 2012, with data from all assimilated instruments
combined and departures after bias correction.

to counteract error correlations, and the rejection limit is kepta®.5. Parameters for the variational
quality control were also updated (Andersson aad/ihen 1999), and relatively few observations are
now substantially downweighted by the variational quality control.

4.2 Assimilation results

The use of the SES fields in the FG-check together with the updated rejectionnamitseeen evaluated
in analysis experiments covering the period 1 January - 31 March 2Gil2 dane - 31 August 2012.
The experiments are based on cycle 38r2 and use 12-hour 4DVAR wijght@lsmodel resolution of
T511 (=40 km), a final incremental analysis resolution of T2&80 km) and 137 levels in the vertical.
The experiments include all observations assimilated operationally with cyr?e 38n-day forecasts
were run for each 00 UTC assimilation cycle. The following experiments weréor each period:

EF: Control experiment which uses fields obtained from the randomisatitimooh¢EF fields) in the
FG-check for ATOVS and geostationary satellite radiances, and in whichR@icheck limits are
as in the operational configuration

SES: Experiment in which the SES fields described above are used iretedtie rejection limits have
been updated as described above.

The re-tuning of the FG-check limits together with the changes to the estimaths tmackground errors
in radiance space lead to an increase in the number of assimilated AMSU-MIdB8dobservations
(Fig. 11). The increase reaches up to about 2 % for some channels, and mspErded with an increase

3For technical reasons, the EF fields in this experiment are fetchedamoenuivalent high-resolution T1279 experiment
that uses the same EDA for the background error specification as thadEBES experiments, rather than calculated during
the minimisation.
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in the standard deviation of the FG-departures. The latter is to be expastéte change specifically
allows observations to deviate more from the FG. Similar changes can alspdrted for the humidity
channels on HIRS and the geostationary satellite radiances which usecktggdaand error estimates
from the HIRS water vapour channels.

There are no consistent changes to the FG or analysis fit for othervabieas, suggesting a similar
quality of the analysis or the FG. The only noteworthy exception is a smalkttieduin the standard
deviation of FG-departures for upper tropospheric humidity channe?ddR$ and IASI of around 0.5-
1 %. Even though the effect is small it may be a reflection of improvements toutimédhy field as
a result of allowing more observations from the humidity channels of MHSHIRS to influence the
analysis.
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Figure 11: Departure statistics for used NOAA-18 AMSU-Aiaades over the Northern Hemisphere (top) and for
used NOAA-18 MHS radiances over the tropics (bottom) fordraty/March 2012. Black lines indicate statistics
for the SES experiment, red lines for the EF experiment, M@kdeparture statistics displayed in solid lines and
analysis-departure statistics in dotted lines. Also shavestatistics for the bias correction for the SES experimen
in magenta and the EF experiment in green. Standard devisitioe on the left, mean values on the right, and the
numbers between the two columns show the number of assichdaservations and the differences between the
SES and the EF experiment.
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Figure 12: Zonal means of the normalised difference in tlo mean square error for the geopotential, for the two
periods combined (i.e., 1 January - 31 March 2012 and 1 JurfeAwyust 2012, 180-183 cases). Each experiment
has been verified against its own analysis.

Increments are generally increased through the modifications, as caeméshe upper left panel in
Fig. 12 Thisis a result of relaxing the FG-check which specifically allows moremasions with larger
departures to pass our quality control. Given the lack of change in thié Fgg-other observations, the
increased increments are not considered problematic. Forecast Bmatay two and beyond are overall
neutral, when verified against the own analysis (e.g., E&). the operational analysis, or observations
(not shown).

4.3 Influence on stratospheric warming event

In the following, we will take a closer look at the performance of the nevk@amnd error estimation
scheme during the sudden stratospheric warming (SSW) event of y&idét. As highlighted earlier,
during this event the scaling coefficients shown in Bigndicate the need for particularly strong inflation
of the ensemble spread. SSWs are associated with rather large F@itepéor stratospheric AMSU-

A channels in the ECMWF system (e.g., Fi). At times, the FG-departures can be so large that the
observations are rejected through the FG-check. Itis therefore andtive example of the performance
of the new setup under very specific conditions. Note that the episodegef BG-departures coincides
with the enhanced scaling of the EDA-spread noted earlier, showing thealibration reacts quickly to
this situation.

Figure 14 shows an example of the coverage of used AMSU-A channel 13 (meakound 7 hPa)
during the peak of the large departures. For the control, a gap in geveem be seen around Novaya
Zemlya and Franz Josef Land, caused by rejections of the data thraaigitttheck. Over this area,
FG-departures reach up to 6 K, indicating that the FG is considerably tdoloacomparison, standard
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deviations of FG-departures for this channel are typically around 0.&nK,the observation error is
assigned to be 0.85 K. The EDA spread suggests considerable edhemastainty in the FG over the
region, but only up to a modest 0.6 K (Fitf). Following the filtering and calibration, the estimate for
the background error reaches 1.8 K over the affected area. Thifficsesu for most of the observations
to pass the FG-check (Figur&8 and14b). However, the impact of this additional data on the analysis
and subsequent forecasts is relatively limited.

It is worth mentioning here that the problems during the SSWs are more seveigher model reso-
lutions, and although the new estimates for the background errors in cadsgace help to reduce the
number of rejections, they do not solve the problem at the operatiomdlities of T1279. This is illus-
trated in Fig.16 which shows the same coverage plot as in E#ybut for experiments run at a resolution
of T1279. The area with rejected observations is much larger in this cagé¢h@ FG departures reach
a stunning 15 K over the affected areas (compared to the 6 K encouderdeg T511 experiments).
The use of the SES field in the FG-check achieves only a fairly modesttredwf the hole in the cov-
erage. Any statistical FG-check method is likely to struggle under suchnextrenditions, and instead
a more fundamental change to the quality control such as using the Hulbeapproach (Tavolato and
Isaksen 2010) could be considered. The resolution-dependertice ohderlying problem is linked to
the generation of spurious gravity waves in the forecast model, whicls pasubstantial large-scale
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Figure 13: Time-series of standard deviations of FG-depaes (top, solid lines) and analysis departures (top,
dashed lines) and the number of used data (bottom) for MAt@gvISUA-A channel 13 over the North Polar
region (north of 60N), taken from the EF (red) and the SESebéxperiment over January 2012.
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Figure 14: FG departures for all used AMSU-A channel 13 datatiie assimilation cycle covering 15 January
21 UTC to 16 January 9 UTC 2012, taken from the T511 expergn@)tEF experiment, b) SES experiment.

Figure 15: Un-calibrated and unfiltered ensemble spreadAMSU-A channel 13 (ES, left) and corresponding
SES field (right) for 15 January 21 UTC.

changes of the temperature field in the upper stratosphere. The gemefatjsurious gravity waves is
more severe at higher spatial resolution. An alternative approximation setheLagrangian scheme is
currently being investigated to solve this problem, showing very promisingtsg®iamantakis 2013,

pers. communication).

Apart from the size of the problem in high-resolution experiments, a nuoflseasons contribute to the
less successful performance of the quality control with the new apipfoabigh-resolution experiments
for this particular case. Firstly, the scaling of the EDA spread is limited to a maxiofnWhile this

is a reasonable choice for normal conditions and the value is only rareéedrd, the SSW conditions
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Figure 16: As Fig.14, but for the experiments run at a resolution of T1279.

suggest scaling factors in excess of 5 (e.g., B)gso the limit of 3 is too restrictive for this extreme
event, and it could be considered to relax it in the future. Secondlyn gheresolution-dependence of
the underlying model issues, an EDA run at a resolution of T399 carmexpected to fully represent
this uncertainty in the higher-resolution system, even if it adequately mmsethe underlying model
uncertainties. Thirdly, the problem leading to the rejections is a large-sizaérbthe forecast model
for these very specific and extreme conditions, and this bias is consistems@veral days. It is not
clear whether this should indeed be addressed through a locally edhaadeground error, or, instead,
through a local model bias. Ideally, it would of course be best to addhesmodel deficiencies them-
selves, and adjustments to the model numerics indeed show very promisiltg.ré€ke inflation of EDA
errors in these circumstances should therefore be seen as a temptutdons

5 Evolution of the EDA spread over the assimilation window

So far, our analysis has neglected the evolution of the backgroundoxeothe assimilation window.
We will now investigate this aspect on the basis of FG-departure statistioslieasvthe evolution of the
EDA spread over the time window.

Variances of FG-departures for AMSU-A and MHS show a notable asgeas a function of the posi-
tion of the observation in the assimilation window (e.g., Figurésnd18): on average, observations
at the beginning of the assimilation window have smaller departures, wharsassations towards the
end of the assimilation window show the largest departures. This is relateel ¢oatution of the back-
ground error over the assimilation window, together with the addition of maded. eThe observation
error contribution is instead expected to be constant over the assimilatioowvifithe increase is rela-
tively small for the temperature-sounding channels of AMSU-A, but migneificant for the humidity-
sounding channels of MHS. A similar increase of the size of FG-deparhas previously been noted
for the assimilation of clear-sky radiances from geostationary satelliteswanécparticularly suited to
highlighting this thanks to their high temporal resolution and the geographicedly fiewing geometry
(e.g., Munro et al 2004).

Neglecting the temporal evolution of the size of the FG-error means that thehE€X rejects more
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observations towards the end of the assimilation window. This is most noticeaNeHS channel 3,
where the number of observations rejected by the FG-check rises fitbfb @t the beginning of the
assimilation window to just over 0.6 % at the end (Fi§). The effect is less of an issue for AMSU-A,
where only 0.1 % more observations are rejected at the end of the assimilaidmwcompared to the
beginning (not shown). Even though this aspect is suboptimal, the pageeaf observations that are
rejected by the FG-check is generally small for the ATOVS sounderstflassl %).

The departure characteristics shown in Figutésand 18 can be compared with the evolution of the
EDA spread in radiance space over the assimilation window. To do so, tAespfead was calculated

in 3-hourly intervals over the assimilation window, instead of just at the bégiras done in previous
sections. As can be seen in FigurEsand 18, the EDA spread also increases over the assimilation
interval, but the slope of the increase tends to be not as steep as theéweea from the FG-departures
(with the exception of AMSU-A channel 5, the lowest of the AMSU-A tempaesounding channels
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Figure 17: Variances of FG-departures (black, left x-axagd EDA variance (grey, right x-axis) as a function of

the position in the 12-hour assimilation interval for sekt AMSU-A channels. The FG-departure statistics are
based on data from all AMSU-A instruments combined, for Gekyr 2012, after geophysical quality control, but

before the FG-check. They have been binned into 3-houryals based on their observing time (the first and
last bin are 1 1/2 hours wide only, to allow better comparigorthe EDA spread which was only available at

certain times in the assimilation window.). The panels sbtatistics for the Northern Hemisphere extra-tropics
(top row), tropics (middle), and Souther Hemisphere extoaics (bottom), for channel 5 (left column), channel

8 (middle), and channel 12 (right). Although the range of xh@xes for the departure variance and the EDA
variance are different, the scale of the two is consistent.
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Figure 18: As Fig.17, but for the MHS channels 3 (left), 4 (middle), and 5 (right).
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Figure 19: Percentage of observations rejected by the FE€eklas a function of the position of the observation
in the assimilation window for the 3 MHS channels assimilat8tatistics are based on the SES experiment for
January-March 2012, using all MHS instruments considered.

considered). This is especially the case for the stratospheric charveglthe Northern Hemisphere
extra-tropics (see, for instance, channel 12 in Eig.

Figure20 quantifies to what extent the EDA spread underestimates the temporal evolttiererrors in
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Figure 20: Square root of the ratio of the slope of the incee@sthe variance of FG-departures over the assimi-
lation window and the slope of the increase in the EDA vargoweer the assimilation window for the assimilated
AMSU-A channels. The results are based on the data showigid Fi

the FG-trajectory. To do so, we calculated the slopes of the FG-deptinm@and EDA-variance/time
relationships, based on linear fits to the relationships shown inlFig.Figure 20 shows the square
root of the ratio of these two slopes. In other words, this is the scaling &E#espread that would be
required to achieve the temporal growth suggested by the FG-depafaresost channels, the standard
deviation of FG-departures increases about twice as fast as thesaecdrethe spread in the EDA. It is
interesting to compare this to the scaling derived from the spread-skill reshijos (Fig4a). While the
latter suggests that the EDA spread requires hardly any inflation oveoftiedy the temporal evolution
of the EDA spread suggests that the EDA nevertheless underestimateotigr@vth over the 12-hour
assimilation window by a factor of 1.5-2 for the tropical troposphere. hirest, for the mid and upper
stratospheric AMSU-A channels (12-14), both statistics point to a cordiieunderestimation of the
errors in the northern hemisphere extra-tropics for this time of the yeargiidwth in the EDA-spread
over the considered time-intervals is largely driven through the stochdstgigs, and some tuning of
these contributions may be possible in the future.

Given the above findings, the evolution of the EDA spread over the assimilatimlow could be used to
better describe the evolution of the FG error over the assimilation windowetEwgiven the relatively
small number of observations affected, the added complexity is likely to belatfvely little benefit,
and it has therefore not been considered for implementation.

6 Conclusions

In this memorandum we have investigated the EDA spread in radiance spaég@VS sounders,
and we developed an approach to use filtered and calibrated versidhe BDA spread in quality
control decisions. The approach replaces the earlier scheme of estirbatikground errors through
a randomisation approach. The main findings are:
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e Regions of larger EDA spread in radiance space are associated wign taagdard deviations
of FG-departures, as would be expected if the EDA spread diagnoses @t larger background
errors.

e The radiance departures suggest that the EDA is under-dispepsiktgsularly over the extra-
tropics, and scaling factors greater than unity are required to obtain estiofddackground error
in radiance space that are consistent with departure statistics.

e Comparisons between the radiance inflation suggested by radiances witugigested by ra-
diosonde data suggests some dependence of the required inflation artibal and horizontal
error scales, and this could be investigated further.

e The calibrated EDA spread can be used for situation-dependent quatityokdecisions to filter
out observations that deviate further than expected from the FG, withyevage, neutral impact
on forecast scores.

Our findings confirm that there currently is a clear need to calibrate the §iddad to provide quan-
titatively meaningful estimates of the background error. It is hoped, et time the need for such
calibration will reduce, with improvements to the overall performance of tha.Exhould be stressed
here that the calibration of the EDA spread introduced for ATOVS data mteally decoupled from
the calibration performed for the background errors that are asswn#duefcontrol variables during the
4DVAR assimilation. The calibration used here is based on observationtdesza whereas the calibra-
tion for the 4ADVAR-background errors is based on analyses. Thisimportant caveat when using the
new SES fields for diagnostic purposes.

The present memorandum gives a first glimpse at using observatied-eeauations of the EDA spread.
The approach taken here has been tailored to providing backgraumestimates for quality control de-
cisions for observations, but the memorandum has also highlighted thdigbf@nfurther observation-
based diagnostics of the EDA. The main advantage of such diagnosticstisepavoid the correlations
between analysis error and short-term forecast error that affeatgsis-based diagnostics particularly
at short forecast ranges. The following points are worth highlightirdeserve further evaluation:

e While there is qualitative agreement between aspects of the scaling pedfanmntiee analysis-
based and the observation-based calibration of the EDA-spread (sggr,daaling required in the
extra-tropics), there are also clear quantitative differences.

e There are suggestions of a possible dependence of the requirectiatiton the vertical scales
represented in the observations.

e The growth of the EDA-spread over the 12-hour assimilation window pesvéth additional diag-
nostic and comparisons to departure-statistics may indicate how to fine-tlewsag@at influence
the error growth.

e For radiance observations from satellites it is clear the observationrezeals to be taken into
account when evaluating the EDA spread with observation departuhesstatistics suggest that
the size of the background error for the lower AMSU-A channels isueatly well below the
instrument noise.

This memorandum also prompts the question whether observations have fnaorel@to play in the
calibration of the EDA for the provision of background errors used inas&milation. In practice,
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it is difficult to achieve a consistent calibration for all control variablesdus the assimilation that
is only based on observations. This is mostly because not all controbiesiare directly observed
equally and consistently. A direct calibration of the EDA through obsemati® hence not considered
feasible. However, it is clear from the results presented here thatvalisa-based diagnostics can
provide additional evaluation of the calibration, without relying on the as§omghat analysis errors
are zero. At the same time, it is also clear that such diagnostics requifel ¢tegatment of observation
errors. These diagnostic aspects need to be developed further, grathetasome light on how to relax
the assumption of zero analysis errors in the analysis-based calibrapan gte future.

The scheme described here opens a few other avenues, both scignéfidatechnically. The informa-
tion provided in the new SES fields could be explored further, for instanflew-dependent thinning
decisions, to optimise the use of observations in areas where the bat#gnocertainty is larger. Also,
the estimates from the randomisation approach are not needed after tlidtion of this new ap-
proach, and this allows a substantial reduction in the number of iterations finstheinimisation, with

associated savings in computational cost during the analysis. The nemadhincluded in cycle 40r1.

Appendix I: Randomisation-based background error estimate

In current operations, the FG-check uses an estimate of the backigeotor in radiance space that
is calculated during the first minimisation of the previous assimilation cycle. Thelatdon uses a
randomisation approach and proceeds in three steps: 1) The bacigeoor is mapped to radiance
space using a sample of 51 perturbations drawn from the backgrotorcdcevariance assumed in the
assimilation. The calculations are done in in grid-point space using the taliggar of the radiative
transfer model. Surface emissivity and skin temperature perturbatioalsaracluded. The calculations
are done for all channels of selected instruments (HIRS, MSU, SSU,AMSAMSU-B, SSMI), each
using radiative transfer specifications for just one satellite and assuradgigaonditions. 2) Analysis
error are estimated from the above fields, using the method describedén &hCourtier 1995. 3) The
background error for the subsequent assimilation cycle is estimated éaalhels by applying a model
for the error growth in the 12 forecast, applicable to the 500 hPa gedjadtemhe resulting field is
stored in MARS as “EF” fields. Steps 2 and 3 are necessary as the fieldt¢ad in 1) is only available
during the first minimisation of the current analysis, and therefore cdreased in the FG-check during
the screening.

Figure21shows an example of the background error field in radiance spacstefel and before step 2
and 3, valid for the same time as the fields shown in Fig.his allows a comparison of the SES fields and
the background errors applied in the assimilation mapped to radiance spawgghthhe randomisation
method, without the analysis error and error propagation step. Comphariglds in Fig21 with the

SES fields in the left column of Fig@.shows that there is better agreement in the geographical structures
of the errors, especially for the MHS humidity channel shown. This isusscaoth take the temporal
evolution of the error into account in the same way, whereas the EF fielghsinathe right column of

Fig. 7 mimics the error evolution through a simple, static error growth model. Note, Vesywhat the
magnitudes of the errors shown in FRL and the left column of Fig7 differ considerably, due to the
different calibration applied in both cases.

Technical Memorandum No. 708 27



ECMWF Spread of the ensemble of data assimilation in radianceespac

0.2 0.3 0515 3

Figure 21: Examples of the background errors used for thetrobwariables in the assimilation, mapped into
radiance space with the randomisation method. The fieldssalid for for 15 February 2012, 9 UTC, and the
panels show AMSU-A channels 5 (a), 8 (b), and 12 (c), and Mtd8ra 3 (d).
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